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SUMMARY 

Statistics proposed in the literature for the analysis of n independent 

rankings are in most instances equivalent to an average internal rank 

correlation, obtained as follows: Choose some index of rank correlation, 

calculate its value for each pair of rankings in the data, and average these 

values over all pairs. This paper is concerned with the asymptotic sampling 

theory (as n tends to infinity) of such average correlations, and their use 

in testing hypotheses, particularly the hypothesis of random ranking. 

Spearman's rho and Kendall's tau are discussed in detail as special cases, 

and new tables of average correlation based on these indices are provided. 
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1 . INTRODUCTION 

How to analyze independent rankings of the same objects, or more 

general sorts of data sets which it seems desirable to reduce thereto, has 

long been a question of considerable interest. It is hoped that this paper 

will provide some new insights into methods previously advanced for this 

purpose. 

It is assumed throughout that the data consist of a random sample of 

independent rankings Y. = (Y . 1 , ... ,Y. ) ', i = 1, ... ,n. A vector -i i im 
s = (s 1 , ••• ,sm)' is called a ranking if 

m+1 1 m 
s~ = - + - I sgn(sJ.-sk) 

.t,_ 2 2.1 
J= 

fork= 1, ... ,m, 

where sgn(x) = +1, 0 or -1 according as xis positive, zero, or negative. In 

particular, a ranking is untied if its components are all distinct; they 

must then constitute some permutation of the integers 1, ... ,m. In all cases 

Is. = m(m+1 )/2. 
i 

A real--valued function c ( s ,s ) , defined for all rankings s and s , 
-u -v -u -v 

will be called an index of rank correlation if it satisfies the following 

three Fundamental Properties: 

I For all rankings s ands , 
7.1 -v 

c(s ,s ) = c(s ,s ). -u -v -v -u 

II . * . * For all rankings s ands , ifs is any permutation of s , ands -u -v -u -u -v 
is the same permutation of ~v' then 

* * c(s ,s) =c(s ,s ). -u. -v --u -v 

III For all rankings s ands , -u -v 

Ids ,s )I < 1, -u -v 

with equality attained in at least one instance. 

It may be noted that the third property involves no real restriction; if 

for some function cit were not satisfied then a simple change of scale 

would establish it. 
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The statistics which have been proposed for the summary of n indepen

dent rankings, though they may seem quite diverse at first glance, can in 

most instances be obtained by the following procedure: Choose some index of 

rank correlation, calculate its value for each pair of rankings in the data, 

and average these values over all n(n-1)/2 pairs. The resulting statistic is 

called an average internal rank correlation. (Having introduced the word 

"internal", which distinguishes this statistic from the result of averaging 

the correlations of then rankings with a fixed or "external" ranking, I 

shall omit it in what follows.) 

Consider, for example, the familiar Spearman rank correlation, or 

Spearman's rho. For simplicity, suppose the data to be without ties, so that 

the Spearman correlation between any two Y's, say Y. and Y., is 
--i -J 

12 I Y~k - 3m(m+1) 2 
k r .. = _ _,;;;;'---------

iJ m3 - m 

(When ties are present this formula produces the "type-a" form of the 

index.) Then average rho is 

R = 2 , = _1_ { 12K 
n(n-1) l rij n-1 3 i<j n(m -m) 

- 1}' 

where 

2 
, {' n(m+1 )}2 = , (' Y. )2 _ nm(m+1) . 

K = l l Y.k - l l 4 
k i i 2 k i ik 

It is seen that two better-known statistics are linearly related to R: 

the coefficient of concordance 

1 12K W=-{1 + (n-1)R} =-_,;.;;;;;;.;;__ 
n n2(m3-m) 

of Kendall (1948, chapter 6), and the approximate chi-square 

~ = (m-1) {1 + (n-1)R} = 

of Friedman (1937). 

12K 
2 n(m +m) 

Another average correlation may be based on the Kendall rank correla

tion, or Kendall's tau, which may be defined for two rankings Y. and Y. as 
--i -J 



(When ties are present this formula produces the "type-a" form of the 

index.) Then average tau is 

t ... 
iJ 

This statistic has the same form as the coefficient of agreement proposed 

for paired comparisons by Kendall & Smith (1940), but was first seriously 

proposed for rankings by Ehrenberg (1952). An alternative approach is as 

follows. Consider any two rankings, say the i-th and j-th, and any two 

positions within them, say the k-th and 1-th. Then the two positions are 

said to form a concordant pair with respect to the two rankings if the 

component in one position is larger in both rankings: i.e. 

if yik > yil 'yjk > yjl or yik < yil 'yjk < yjl' 

3 

On the other hand, the pair is discordant if the position which has the 

larger component in one ranking has the smaller component in the other: i.e. 

if yik > yil 'yjk < yjl or yik < yil 'yjk > yj1• 

Define the integer Las the number of concordant pairs in the sample, less 

the number of discordant pairs. Then Tis the ratio of L to the total 

number of possible pairs: 

L 4L 
T = -( n_)_(_m_) = -(m_2 ___ m--') (;;_n_2 --n-) . 

2 2 

The remainder of this paper is concerned with the asymptotic sampling 

theory (as n tends to infinity) of average rank correlations, and their 

use in testing hypotheses, particularly the hypothesis of random ranking to 

be defined in Section 9, The Spearman and Kendall indices are discussed in 

detail as special cases. 

2. AVERAGE CORRELATION AS AU-STATISTIC 

Let there be given n independent observations Y1, ••• ,Yn on a random 

variable Y. We shall consider statistics of the form 

C = l c(Y.,Y.)/(~), 
i <j i J -
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where the function c is symmetric: that is, c(u,v) = c(v,u). We see that C 

is the average of the function c taken over all pairs of observations. There 

exists a considerable body of theory about such averages, which are called 

U-statistics. A recent expository summary may be found in Puri & Sen (1971, 

chapter 3). However, we shall need only a few of the most elementary 

results. 

Define 

where Y1 and Y2 are independent observations on Y; then clearly 

E[C] = y. 

The para.meter y may be interpreted in the context of this paper as a 

measure of agreement; more specifically, it is the expected correlation be

tween 2 independent rankings. Write also the variance 

and 

assuming these to exist. Now let us find an expression for the variance of 

C. For convenience, write 

Then 

whence 

and 

c .. = c(Y.,Y.), 
1J 1 J 

n(n-1)C = 2 l 
i<j 

c .• 
1J = i i 

1 J 

1,J = 1, ... ,n. 

c. ·. - I 
1J 1 

C •• , 
11 

2 {n(n-1)C} = l l l l c. · ckl - 2 l l l c. · ckk + l l c1.1 c .. 
i j k 1 iJ i j k iJ i j JJ 



2 2 E[{(n(n-1)C} ] = {nE[c 11 J + 4n(n-1)E[c 11 c 12 J + n(n-1 )E[c 11 c22 J 

+ n(n-1)(n-2)E[c 11 c23 J} 

2 2 
But E[c 12 J == n + y , 

V[n(n-1)C] = E[{n(n-1)C} 2J 2 {n(n-1 )y} 

Thus 

V[C] 

and for large n 

= 4n(n-1)(n-2)s + 2n(n-1)n 

= 4(n-2)z;; + 2n 
n(n-1) 

V[C] ~ 4s/n. 

2 
= y ; hence 

The quantity s may be estimated by the following simple method due to 

Sen (1960). For each i = 1, ... ,n define the component 

note that 

c .. = _1_ I C •• 
J. n-1 j ;iti lJ 

5 
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Now consider 

z - 1 
n-1 

I (c.-c?. 
. i 
i 

An expansion similar to the one just given for V[C] shows that 

E[Z] = (n-2){(n-4); + n} 

(n-1 )2 

An exact expression for V[Z] can also be obtained, but it is somewhat com

plicated. In any event, Sen shows that V[Z] tends to zero with increasing 

n, so that Z is a consistent estimator of s, Thus we may consider 

S=~ n 

to be the asymptotic standard error of C, and write more briefly C ± S. 

Combining this result with the central limit theorem for U-statistics due 

to Hoeffding (1948) yields 

Theorem 1. (Hoeffding-Sen). If O < s < 00 then as n increases without limit 

the quantity (C-y)/S is asymptotically distributed as a standard normal 

deviate. 

This fundamental theorem provides a basis for statistical inference 

concerning the parameter y, at least in large samples. For example,if Q(a) 

is defined by the relation 

_1_: JQ( a) e 
l2Ti 

-Q(a) 

2 
X 

2 dx = a 

then a confidence interval on y, with approximate confidence coefficient 

100(1-a)%, is 

(C-SQ(a), C+SQ(a)). 

Also, a test of size a for the hypothesis H: y = yO is obtained by re

jecting if and only if the confidence interval fails to include yO. It is 

clear from Theorem 1 that this test is consistent against the general 



alternative H': Y ~ Yo• 

These results can easily be extended to the comparison of agreement 

within different groups of rankings. Thus suppose that c1, ••• ,Ck are the 

observed average correlations in independent samples of sizes n 1, ••• ,nk 

respectively, where the expected correlations are y1, •.• ,yk; and let 

z1, ••• ,Zk be the corresponding estimates of ~1 , ••• ,~k' Then the hypothesis 

H: Y1 = ... = yk 

can be tested by referring the statistic 

x2 
(c.-c/ 

= I-1 __ 
4Z./n. 

1 1 

where C = l 
n.C. 

1 1 

z. 
1 

n. 
/ l 1 z. 

1 

7 

to the x2-distribution with k-1 degrees of freedom. For the case k = 2 this 

is equivalent to rejecting at level a when 

where 

is the standard error of the difference (C 1-c2). 

The comparison of agreement has previously been considered by 

Linhart (1960) and Hays (1960). Linhart proposed, on heuristic grounds, a 

rather complicated test for comparing two coefficients of concordance 

(equivalent to average Spearman correlations). Hays proposed a narrower 

definition of agreement: his hypothesis is that the probability distribu

tion is the same in each group of rankings, which may be false even though 

y is the same as required by H above. He conjectured that "a relatively 

simple chi-square statistic might serve to test this hypothesis of equal 

agreement", where agreement is measured by Kendall correlation. The tests 

presented here provide a simple method for comparison of values of y, 

though only a partial solution to Hays' problem. 

It must be stressed, however, that all the asymptotic procedures 

presented so far depend on the assumption that~> O. Asymptotic results 

for the case~= Oare derived in the next section, and inference in the 

most common situations where this occurs is considered later. Theorems 3 

through 6 give some simple criteria which often indicate whether~= 0 or 

not. 
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3. AVERAGE CORRELATION AS A QUADRATIC FORM 

To this point we have made no use of the fact that the random variable 

Yin our context is a ranking. One important consequence of this is that the 

sample space of 1. is finite. Given any rankings = (s 1 , •.. ,s )' of m 
-u u um 

components, define its inverse ass-= (m+1-s 1 , ... ,m+1-s )'. Then one 
-u u um 

ranking is its own inverse, namely the completely tied ranking 

((m+1)/2, ... "(m+1)/2), which we label¾· The other rankings form finitely 

many pairs, say f(m) of them; let them be labeled ~, , •.• '½f, where ¾+f=s~ 

for u = 1 , .... ,f. We also specify that ~ 1 = ( 1 , .•. ,m) 1 • Then in particular 

if m = 2 we have f = 1 and the 3 possible rankings are 

¾ = (1.5,1.5)', ~ 1 = ( 1 , 2) I , -½ = (2,1)'. 

Again, if m == 3 then f = 6 and one suitable enumeration of the 13 possible 

rankings is 

¾ = (2,2.2)' ~1 = (1,2,3)' ~7 = (3,2,1)' 

~2 = (3,1,2)' ¾ = (1,3,2)' 

~3 = (2,3,1)' ~ = (2,1,3)' 

~4 = (1,2.5,2.5)' E..1 o= (3,1.5,1,5)' 

% = (2.5,1,2.5)' E..11 = (1.5,3,1.5)' 

E..6 = (2.5,2,5,1)' ~12= ( 1 • 5, 1 • 5 ,3 ) I 

Define the symmetric (2f+1) x (2f+1) matrix 

f==((y )) 
UV 

where y = c(s ,s ) , 
UV -U -V 

and suppose the probability assignment is the vector 

whe.re = Pr[Y=s ]. 
--u 

Of course, we must also have p > 0 for all u, and \'p = 1. Then the ex-u - l u 
pected average correlation can be written 

Write also 

Y -::::E[c(Y 1 ,Y2 )J=\\p p y -n'fn l l u V UV - .i;:_ .i;:_• 

UV 



where 

e = I p y 
U U UV 

for u = 0, 1 , ••. ,2f. 
V 

Then we see that 

and 

1;; = l p ( 0 -Y )2, 
u u 

u 

so clearly 1;; > 0 unless for every u either p = 0 or 0 = y. In matrix 
u u 

notation 

1;; = :e.' rnr:e. 

of n observations on!, let n be the number of 
u 

Now, in the sample 

times that Y = s for u = O,1, ... ,2f, so that In = n, and write 
u -u 

n = (nO,n1, •.. ,n2f)'. The average correlation is then 

C 
2 

I = n(n-1) i<j 

2 
{ I = n(n-1) u<v 

or in matrix notation 

C = 
n'rn - 1'.!!. 

2 
n - n 

c(Y.,Y.) 
--i -J 

c(s ,s ) + n n 
UV -u-v 

where 

Thus C is essentially a quadratic form. 

n (n -1) 
I 

u u c(s ,s )} 2 -u-u u 

l n c(s ,s )}, 
u -u-u u 

9 
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Consider now the asymptotic distribution of C. To begin with, the 

random vector n has the multinomial distribution with parameters n and .:e_: 

its mean vector is n.:e_, and its variance matrix is nQ where Q is as already 

defined. Then 

E[n'rnJ = (n.:e_)'r(n.:e_) + tr[nnrJ 

and 

from which we verify that (for all n) 

E [ C] = .E.' r.:e_ = y . 

Define the random vector 

1 
w -· Tn (g_-n.:e_) 

which has mean vector O and variance matrix fl; then on substituting 

_g_ = n.:e_ + rn: w into the matrix expression for C a little matrix algebra 

yields 

or 

C -· 
n2.:e_ 1 f.:e_ + 2nm .E_ 1 f,}! + n.}! 1 f,}! - nf'.E_ - v'n l,_ 1.}! 

2 

( n--1 )( C-y) = 
In 

n - n 

2n 1 f_W + - 1 (w 1fW - ,!,In+ y) - .l. ,i,IW, .:. /n -.- .:f..c: nI-

As n tends to infinity the last two terms on the right of this equation can 

be neglected. The term 2.:e_'r!! has (for all n) mean O and variance 4.:e_'rrtrp 

= 4z:; and is asymptotically normal. Thus we conclude that In( C-y) is asymp

totically normal with mean O and variance 4z:;: that is, we have reproved 

Hoeffding's result for our special case. 

However, if z:; = O the asymptotic normal distribution is degenerate. 

But then we have 
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Theorem 2. Ifs= 0 then as n increases without limit the quantity 

( n- 1) ( C-y) has asymptotically the same distribution as LA. ( Q~ -1 ) , where the 
1 1 

Q's are independent standard normal variables and the A1 s are the nonzero 

characteristic roots of rn. 

Proof. Ifs= 0 then :e.' ~ = 0 with certainty. Hence 

(n-1)(C-y) = (~'r~ - i':e. + y) - li'~· 

For large n the last term can be neglected. Note that the trace of rn is 

~'n - y =LA .• The theorem then follows from well-known results on the dis--.:. 1 

tribution of quadratic forms in normal variables: see for example Puri & Sen 

(1971, chapter 2). 

The first of several theorems which help to decide whether s = O or 

not is 

Theorem 3, If the probability assignment :e. produces a maximum or minimum 

of y among those assignments for which all components in some specified set 

(possibly null) vanish, thens= 0. 

Proof. Write y(£) = .9.'r.9. where .9. = (qO,q1, .•. ,q2f)' and 

= p {1 + £(0 -:e.'r:e.) 
u u 

for u = 0, 1 , .•• ,2f. 

Note that 4u = 0 if pu = O; also, r4u = 1, and hence .9. is a probability 

assignment if 1£1 is small enough that 1 + £(0 -:e.'rp) > 0 for all u such 
u 

that p > 0. But a simple calculation shows that 
u 

Hences= O, since otherwise y(O) = :e,'f:e_ = y would not be a maximum or 

minimum as hypothesized. 

(The fact thats= 0 if any p = 1 may be regarded as a trivial verifica
u 

tion of this theorem.) 

To this point our use of the term "correlation" has been purely 

gratuitous, for we have not really began to exploit the properties of cor

relation as it is ordinarily understood; all the results obtained so far 
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hold for any function y of two rankings which satisfies only Fundamental 

Property I. One consequence of Fundamental Property II is of some interest, 

however. Define a permutation set as a set of rankings consisting of all the 

permutations of a single ranking: two examples are the set of all untied 

rankings and the set containing only the one ranking¾· Then consider the 

sum Ec(s ,s ) wheres ranges over a permutation set V. By Fundamental -u --v --v 
Property II this sum is the same for all s J.n the same permutation set U; -u 
indeed, for different rankings s 

-u 
1n Uthe sum involves only different per-

mutations of the same quantities. Thus it is legitimate to define the func-

tion 

a(U,V) = l 
s EV 
--v 

c(s ,s ) 
-u--v 

where S EU, 
-u 

U and V being any permutation sets. And then it 1s trivial to prove 

Theorem 4. Let the h(V) members of some permutation set Vall have equal 

probability 1/h(V). Then, for every permutation set U, e = a(U,V)/h(V) for 
u 

every rankings 1n U; also y = a(V,V)/h(V) ands= O. 
-u 

4. SYMMETRIC CORRELATION INDICES 

An index of correlation will be called symmetric if, for all rankings 

s ands , -u --v 

C ( S , S - ) = -C ( S , S ) , 
-u --v -u --v 

An immediate consequence of symmetry 1s that 

C ( S ,~_,._) = C ( S , S ) = 0 
-u V ~-U 

for every rankings The indices of rank correlation in common use are all 
-u 

symmetric, but others do appear 1n the literature. One such is "Spearman's 

footrule". Also, those measures of association which do not distinguish 

positive from negative correlation cannot be symmetric: for example, the 

indices of "squared correlation" discussed briefly in Section 7, 

The first nontrivial consequence of symmetry is 

Theorem 5. For a symmetric index, if each ranking has the same probability 

as its inverse then the vector e is null, and hence y = s = O. 



Proof. For a symmetric index of correlation, r has the form 

r = 

0 1 O' : 0 1 
I_ ------~----i ____ _ 
I I 

Q ' r 1 I -r 1 
-----i-----+-----

0 1 -r I r 
- I 1 I 1 

I 

where Q is the null vector of order f and r1 is a symmetric fxf matrix. 

Write 

.E. = 

where ,£1 and~ are vectors off components each. By hypothesis .£1 = ~

Hence J!_ = f.£ = Q, 

A second consequence of symmetry, a simple condition sufficient to 

ensure that~> 0 (and hence that C is asymptotically normal), is 

Theorem 6. For a symmetric index, if y 1 O, and if there exists any 

ranking (possibly .:io) such that it and its inverse both have positive 

probabilities, then~> O. 

Proof. Suppose first that¾ satisfies the hypothesis, so p0 > O. By sym

metry Yow= 0 for all w, and hence 80 = EpwyOw = O. Then 

~=IP (0 -y)2 > P (0 -y)2 = P Y2 > o. 
w w w O O O 

Now suppose some other rankings satisfies the hypothesis and write 
-u 

13 

s = s ; we have p > 0 and pv > O. By symmetry y = -y for all w, and 
-v -u u vw uw 
hence 

Then 

2 2 
~ > p (0 -y) + p (0 -y) 

U U V V 

-8 • 
u 

= p (0 -y) 2 + p (-8 -y)2 > o. 
U U V U 
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5. MULTIPLICATIVE CORRELATION INDICES 

We shall say that an index of correlation is multiplicative if there 

exists a function g(x,y) such that for all rankings s ands 
-u -v 

m m 

c(¾,;) = auav k~1 1~1 g(suk,sul) g(svk'svl), 

where aO,a1 , •.. ,a2f are constants chosen to standardize the index. There are 

two main multiplicative types, defined by the way in which the a's are 

determined. In tyPe a 

and in tyPe b 

where 

for all u, 

if 8 > O, and otherwise a = O, 
u u 

8 = max 
u 

8 . 
u 

To see that the type a and b indices are indeed standardized, lets be any 
--w 

ranking such that 

clearly c(s ,s ) = 1, and then by Cauchy's inequality c2(s ,s ) < 1 for all -w-w -u-v -
rankings s ands • -u. -'V 

Well-known multiplicative indices include Spearman's rho and Kendall's 

tau. Some indices which are not multiplicative, though symmetric, are the 

coefficient "gamma" of Goodman & Kruskal (1954) and the variously-defined 

indices of quadrant or median correlation. The terminology "a" and "b" 

corresponds to the usage in Kendall (1948, chapter 3) where he defines the 

indices pa' pb, Ta' and Tb, 

Theorem 7, For a multiplicative index, the matrix r is positive semidefinite 

with rank at most m(m-1 )/2. 



Proof. The expression given above for y can be rewritten as 
UV 

= 2a a 
UV 

m(m-1 )/2 
I 

j=1 

where the integers k. and 1. are uniquely defined so that 1 < k. < 1. < m 
J J J- J-

and j = k. + (1.-1)(1.-2)/2. Thus the matrix r =~,~where~=((;. )) has 
J J J JU 

m(m-1 )/2 rows and (2f+1) columns with 

~- = 12 a g(suk ,s 1 ). 
JU U . U . 

J J 

An immediate consequence is the following 

Corollary. For a multiplicative index, let 

for k,l = 1, ... ,m. 

Then 

and hence 

( i) I I 2 
~ 0, y = i/Jkl 

k 1 

(ii) y = 0 if and only if ij;kl = 0 for all k and 1, 

(iii) if y = 0 thens= 0 also. 

Two further results concerning multiplicative indices are as follows: 

Theorem 8. If a multiplicative index of type a orb has 

g(x,y) = -g(m+1-x,m+1-y) 

then it is symmetric. 

15 
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Proof. Under the hypothesized condition on g the S's corresponding to in

verse rankings are equal, and hence also the a's. Thus 

= -c ( s 's ) . -u --v 

Theorem 9. If' a multiplicative index of type a orb has 

g(x,y) _ -g(y,x) 

then a(U ,V) -· 0 for all permutation sets U and V. 

Proof. Lets be any ranking in U, and write 
--u. 

a(U,V) = l 
s EV 
--v 

c(s ,s ) 
-u --v a g(s k's 1). 

V --V -v 

Now 8v does not vary for~ in V, so neither does av. Thus av may be taken 

out of the inner summation, which then vanishes because of the condition on 

g. 

The read.er may notice that a multiplicative index of type b which 

satisfies the hypothesis of Theorem 9 is the same as the generalized cor

relation coefficient of Daniels (1944). 

6. SPEARMAN AND KENDALL CORRELATION 

Consider a multiplicative index of correlation with 

g(x,y) = X - Y• 

With this def'inition of g - which, it may be noted, satisfies the hypotheses 

of both Theorems 8 and 9 - we have 



Yu.v 

For any untied rankings , -u 

S = l l (suk-s 1 )2 
u. k 1 u 

= l l (k-1)2 
k 1 

17 

and this is also the value of S, since Su is smaller for all tied rankings. 

A little algebra now shows that the type a index is identical with the 

Spearman correlation as defined in Section 1. For the type b index, so 

long as neither of the rankings s ands is completely tied, we have 
--u -v 

I ( _ m+1) ( s _ m+1) 

k 
Suk 2 vk 2 

Yu.v = 

VI ( _ m+ 1 ) 2 I ( s _ m+1 )2 

k 
Suk 2 

k vk 2 

which is the same as the ordinary Pearsonian product-moment correlation 

calculated from the ranks. We can also prove 

Theorem 10. For Spearman correlation, the rank of r does not exceed m-1. 

Proof. Define the matrix_= ((E;j 11 )), of m rows and (2f+1) columns, where 

m+1 
E; • = hma ( s . - - 2 ) • 

JU U UJ 

Then clearly r =~'~.But the row sums of - are all zero; so the rank of~, 

and hence of' r, is at most (m-J). 

Finally, fork= 1, ... ,m define the expected rank 

then we have 
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Theorem 11. For the Spearman index of type a, 

and y = 0 if and only if the expected ranks are all equal. 

Proof. Write 

in the Corollary to Theorem 7, 

This result is well-known for the case where no ties are allowed, in which 

the Spearman indices of types a and bare equal. That it is not true in 

general for the type b index is shown by Example 5, 

Now consider a multiplicative index of correlation with 

g(x,y) = sgn(x-y). 

With this definition of g - which also satisfies the hypotheses of both 

Theorems 8 and 9 - we have for any untied rankings that 
-u 

and this is also the value of S, since Su is smaller for all tied rankings. 

Thus clearly the type a index is identical with the Kendall correlation as 

defined in Section 1. For the type b index, so long as neither of the 

rankings s ands is completely tied, we have -u -v 

Yuv = 

where 6 is the number of untied pairs of components of the rankings for 
w -w 

w = 0,1, •.. ,2f. We have now 
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Theorem 12. For the Kendall index of type a, 

and y = 0 if and only if Pr[Yik>Yil] = Pr[Yik<Yil] for k,l = 1, •.• ,m. 

Proof. Write 

Pr[Yik>Yil] - Pr[Yik<Yil] 
= --~----------------=---

✓m(m-1) 

in the Corollary to Theorem 7, 

This result had previously been discovered by Hays (1960), for the case where 

no ties are allowed,in which the Kendall indices of types a and bare equal. 

That it is not true in general for the type b index is shown by Example 5, 

A final result of some interest is 

Theorem 13. If for some probability assignment the type a Kendall index has 

expectation zero, then so does the type a Spearman index. 

Proof. For each k = 1, ... ,m write 

, p {m+1 _ .l, ( )} = l l sgn suk-sul 
u u 2 2 l 

= m+ 1 _ .l , , p ( ) 
l l sgn Suk-Sul • 

2 2 l u u 

From the proof of Theorem 12, if the type a Kendall index has expectation 

zero then 

for all k and 1. Hence ek = (m+1)/2 for all k, and the type a Spearman 

index has expectation zero by Theorem 11. 

That the theorem does not hold for the type b indices is shown by Example 5, 
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7. SQUARED CORRELATION 

It was suggested by Ehrenberg (1952), though apparently not seriously, 

that an average rank correlation might be based on squared Kendall correla

tions. More generally, starting with any index of correlation defined by a 

function c(Y. ,Y.), consider the statistic 
-i -J 

Let the matrix V = ((~ )) where~ = c2(s ,s ), and E[S] = ~ = .E.'V.E,; it 
UV UV -U -v 

may be of interest to ask what values~ can assume. An answer to this 

question is provided by 

Theorem 14. For a squared correlation based on a symmetric multiplicative 

index, with ties disallowed, the expected value is minimized if for each 

ranking the sum of its probability and that of its inverse is the same. 

Proof. Having eliminated those rows and columns of V which correspond to 

tied rankings, note from the symmetry of the original index that we can 

write 

where v1 is of order m!/2. By Theorem 7, since the original index is multi

plicative, r is positive semidefinite; thence also V - see Theorem 12.2.8 

of Graybill (1969); and thence also v1, which is a principal minor of V. 

Now eliminating also the unnecessary elements of the vector .E,, write 

where .E,1 and~ each have m!/2 elements. Then 

Now write 
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where .J. is the vector of m!/2 components each equal to unity; then 

From Fundamental Property II it can be seen that each column of ~1 contains 

a different permutation of the same elements, so that the column sums are 

all equal to some constant, say~: that is, .J. 1 ~ 1 = ~.J.'. Thus the first term 

of this expression for$ equals 2~/m!, and the middle term alwa;ys equals 

zero. The last term is zero if 12.1 + 12.2 = ;! _j_, and it cannot be negative 

since ~1 is positive semidefinite. 

Incidentally, we also have immediately 

Theorem 15. For a symmetric multiplicative index, with ties disallowed, if 

y = 0 then n (and hence also the variance of C) is minimized if for each 

ranking the sum of its probability and that of its inverse is the same. 

The actual value of the minimum in Theorems 14 and 15 is of course 2~/m!, 

where~ is the common column sum of ~1· 

With the definition of squared correlation as given the case where 

ties may occur is of little interest: for example, if p0 = 1 then$= O. 

Kendall (1948, chapter 3) shows that the type a Spearman and Kendall in

dices are equivalent to the result of defining the correlation in the 

presence of ties as the average of the values which would be obtained if 

the ties were broken in all possible ways. The same idea might be used in 

defining squared correlations. However, this topic will not be pursued 

further here. 

8. THE HYPOTHESIS OF ZERO CORRELATION 

Consider testing the hypothesis of zero correlation, that is 

H0 : y = O, 

using an index for which y = 0 implies s = O, so that Theorem 2 applies: 

for example, any multiplicative index. 

By Theorem 2 the asymptotic distribution of the quantity LA.+(n-1)C 
i 
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2 under H0 is the same as that of EA.Q. = S, say, where the A1 s are the non
l. l. 

zero characteristic roots of fQ and the-Q's are independent standard normal 

variables. Thus for any c 

Pr[C>c] + Pr[s >EA.+ (n-1)C]. 
l. 

Now, assuming LA. > O, we have 
l. -

so 

2 S < (EA.) max Q., 
- l. l. 

i 

Pr[C>c] < Pr[max Q~ > 1 + (n-1)C/EA.]. 
- • ].- l. 

l. 

But by standardization EA. ~ 1 , so 
l. 

Pr[C>c] < 1 - {Pr[Q2 < 1 + (n-1)CJ}k 

where Q is a standard normal variable and k is the rank of fQ. To put this 

another way, if Ca is the critical value for the test of H0 based on C, and 

if Q(a) is the normal critical value as defined in Section 2, then asymp

totically 

C 
a 

< Q2 ( 1-~ -1 < Q2(a/k) - 1 
n - 1 n - 1 

The procedure thus derived is clearly quite conservative, but nevertheless 

it is consistent against the general alternative H0: y > O. This is because 

C always converges toy in probability, and so under H0 it must eventually 

exceed the stated bound for C . Note that for a multiplicative index 
a 

k ~m(m-1)/2 by Theorem 7, and for Spearman correlation in particular 

k ~ m-1 by Theorem 1 0. 

Particularly for large m, it may be preferable to use simple Chebyshev

type bounds, based on the fact that if a random variable G cannot be nega

tive then Pr[G>g] is less than E[Gx]/gx for any x > o. Thus let 

G = 1 + (n-1)C, so that Pr[C,:_c] = P[G .:_ 1 + (n-1)CJ. Substituting y = ~ = 0 

into the formulas of Section 2 yields E[CJ = O, so E[GJ = 1 and hence 

1 
Pr[C>c] < 1 + (n-1)C 
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also, E[C2J = 2n/n(n-1), so E[G2J = 1 + 2n(n-1)/n ~ 3 and 

3 Pr[C~c] < 2 . 
{1 + (n-1)C} 

Further such bounds could be obtained using other values of x. These bounds, 

though crude, have at least the advantage of being exact for all n. 

An alternative approach involves approximating the exact distribution 

under H0 • Given the asymptotic form, it seems reasonable to fit a chi

square: so let say X =A+ BC be approximated by a chi-square with D degrees 

of freedom, determining A, B, and D to give the first three moments correct

ly. The first two moments are as stated in the previous paragraph, For the 

third moment we may make an expansion similar to that used in Section 2 for 

the varia,nce, starting from 

c3 = I I I c. C. ck k /(~)3. 
i1<i2 j1<j2 k 1<k2 1 11 2 J1J2 1 2 

Since r; = o, it follows that for every u either e = y = 0 or else p = o, u u 
and hence that 

if any one of the 6 subscripts is different from all the others; this con

siderably reduces the number of terms involved. A bit of algebra now yields 

3 2 2 
E[C J = {n(n-1 )} {2(n-2)w+µ}, 

where 

The three parameters of the chi-square approximation are then 

A = D = 4n(n-1)n3 
2 , 

{2(n-1 )w+µ} 

B = 2n(n-1)n 
2(n-2)w+µ 

The unknown parameters n, w, andµ can be estimated by simple U-statistics: 
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n = 

... 
w = ' c(Y.,Y.) c(Y.,I,J c(I,,,Y.)/(n3), 

l --i -J -J A. A. --i i<j<k 

µ = 

Thus the suggested procedure for testing H0 : y = 0 is to take the quantity 

X = D{1 + 2(n-2)w + µ C} 
2n2 

as a chi-square with 

4n(n-1 )n3 D = __ __,_ __ _. ____ _ 

{2(n-2)w + rn2 

degrees of freedom. As n tends to infinity this becomes asymptotically 

equivalent to using as critical value for nC the quantity (w/n)(x2-n2/w2), 
CL 

where x2 is the critical value for ax! with n3/w2 degrees of freedom; and 

certainly such a test is consistent against the general alternative 

H0: y > O. This might be called an "asymptotically distribution-free 

approximate test", where "asymptotic" refers to the fact that parameters 

have been estimated, and "approximate" to the fact that the true distri

bution is not in general a single chi-square but a mixture even for infinite 

n. It may be noted that Stuart (1951) used a somewhat similar procedure, but 

with less justification, for Spearman correlation only. 

For future reference let us calculate the fourth moment of the average 

correlation, still assuming y = ~ = O, but applying the same method. This 

turns out to be 

4 2 3 3 2 
E[C J = {n(n-1)} {(n-2)(n-3) ( ~ +6E) + 6(n-2)(~+12v) + ~}, 

where 



Let us also set down the standard measures of skewness 

and kurtosis 

= 2{2(n-2)w + µ} 2 

n(n-1 )n3 

8w2 24w2 - 8wµ + 8w2 - 8wµ + 2µ + 0(-1 ) 
= ~ - nn3 n2n3 n3 

3(n-2)(n-3)(n2+4e) + 12(n-2)(p+2v) + 2$ 

n(n-1)n2 

9, RANDOM RANKING 

In this section we consider using an average correlation to test the 

narrow hypothesis 

H1: ranking is at random, 

where by definition random ranking occurs if p = p whenever s is a per-
v u -'V 

mutation of s : that is, if within any permutation set Vall rankings have 
-u 

the same value of p, say q(v). This hypothesis commonly arises when the 
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observed rankings Y1, ... ,Y have been obtained by converting underlying more - -n 
general observations ! 1 , ... ,~ into ranks. Then the ranking is at random if 

(though not only if) the components of each! are independent and identi

cally distributed, and the rejection of H1 implies the rejection of one or 

both of these conditions on!· 

An important special case is that where q(v) = 0 for all permutations 

except one. Then the asymptotic result obtained by combining Theorems 2 and 

4 is given by 



26 

Theorem 16. Let the h members of some permutation set Vall have equal 

probability 1/h, and let a(V,V) = O. Then as n increases without limit the 

quantity h(n-1)C has asymptotically the same distribution as E~.(Q~-1), 
1 1 

where the Q's are independent standard normal variables, and the ~'s are the 

nonzero characteristic roots of r 0 , that portion of r which pertains to the 

rankings in V. 

Proof. By Theorem 4 s = 0, so Theorem 2 may be applied, specializing to the 

case where y = O. Let the matrix r be rearranged to put r0 in its upper left 

corner, so that 

rt. = (~-:~-~-~J 
A I O) 

and r:e:e. I = ( ~-~--~ ) 
B : 0 

Then the characteristic roots of r~ = rt. - rEE.' are seen to be 1/h times 

those of r0 , independently of the matrices A and B. 

Suppose 1n particular that V = v 1, the set of untied rankings, with 

h(V) = m!. Then in principle the exact sampling distribution of the average 

correlation coefficient can be worked out - by complete enumeration if no 

more convenient method can be found, although in practice this is feasible 

only for very small m and n. But if a(v 1 ,v 1) = 0 then it is necessary only 

to set down the corresponding matrix r0 and find its characteristic roots 

1n order to obtain an approximate test of H1. The parameters which determine 

the first four moments of Care 

n = E(~./m!) 2 , 
1 

£ = 

1jJ = H(y2 /m!/, 
UV 

¢ = EEE(y y /m!) 2 
UV UW 

v = EEEy2 y y /(m!) 3. 
UV UW VW 

Assume the index of correlation being used is symmetric: this is a simple 

condition sufficient to ensure that a(V 1,v1) = O, although the example of 
2 Spearman's footrule shows it not to be necessary. Then¢= n , µ = v = O, 

and we may take the test statistic 

./ 



X = n(n-1) 

(n-2) 2 

n3 
2 [ 1 + ( n-2) 

w 

w 
2 CJ 

n 

as a chi-square with. {n(n-1)/(n-2) 2}(n3/w2 ) degrees of freedom. The first 

three moments of X have been arranged to agree exactly with those of the 

approximating chi-square. The kurtosis of X, or C, is 

= 3(n-2)(n-3)(n2+4s) + 12(n-2)n2 + 2p 
s2 2 

= 3 + 12s 
2 

n 

n(n-1)n 

2 
48s + 24s - 6n + 2p + 1 ) 

2 2 2 0(3 ' 
nn n n n 

while that of the approximating chi-square is 

2 2 
3 + 12(n-2) w 

n(n-1)n 3 

12w2 - 24sn + 6n3 - 2pn 1 
+ 2 3 + 0(3). 

n n n 

2 
By the Cauchy inequality w .::_ sn, with equality only if the t;,'s are all 

equal: in that case the approximation is asymptotically correct, whereas 

otherwise its kurtosis is asymptotically too small. 

By the argument of Section 8, this test of H1 will be consistent 

against the alternative Hb: y > 0, However, if y = 0 the limiting power of 

the test will be less than unity: that is, it will not be consistent. To 

obtain a test which is consistent against the general alternative H1 that 

ranking is not at random one may proceed as follows. Let c(s ,s ) = 1 or 0 
-u ----v 

according ass = s -u ----v 
or not, so that r is the identity matrix. Note that 

for this index a(V 1,v1) = 1, so Theorem 16 does not apply. However, 

y = Ep2 ; and under random ranking y = 1 /m!, while otherwise y is strictly 
u 

greater then this, sos= 0 by Theorem 4. Then Theorem 2 shows that 

(n-1)(C-1/m!) has asymptotically the same distribution as EA.(Q~-1), where 
l l 

the A's are the nonzero characteristic roots of rrl = St, namely 1/m! re-

peated (m!-1) times. Hence, if X = m!(n-1)C + (m!-n) then Xis asymptoti

cally a chi--square with (m!-1) degrees of freedom. But 

27 



28 

n I:n2 - n 
C I:( u)/(n) u 

= = , 
2 2 2 n - n 

where n is the number of times the rankings is observed in the sample, u --u 
so X = m! I:n2/n - n. This is, of course, exactly the test one would have 

u 
arrived at without the average correlation concept. 

With ties allowed, a stronger condition must be imposed on the index 

before progress is possible. We have 

Theorem 17. If a(U,V) = 0 for all permutation sets U and V, then under 

random ranking the vector 6 is null, and hence y = ~ = O. 

Proof. For any ranking~, in permutation set U, say, 

p c(s ,s ). 
V --U-V 

By the randomness of the ranking p may be replaced by q(V) and taken out 
V 

of the inner summation, which is then a(U,V) = O. 

Under the condition stated, for which simple symmetry is not sufficient, 

one may use the asymptotically distribution-free test of Section 8. The 

necessary parameters n, w, andµ now depend only on the quantities q(V), 

but these must still be estimated (or the test performed conditionally). 

The parameterµ may no longer vanish, even for a symmetric index, but one 

might well 1gnore it, however: it enters only into the skewness, and its 

coefficient there is of lower order inn than that of w. At any rate, simple 

bounds onµ can be established. Let Ube the set consisting of every rank

ing whose inverse is a permutation of it - note that U includes v1 - and 

let P = Pr[!,EU]. Then 

and 



2 = 1 - p . 

If the index is multiplicative, then r is positive semidefinite, and hence 

also the matrix ((y3 )), so that the further boundµ> O holds. 
UV 

10, AVERAGE RHO UNDER RANDOM RANKING 
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The first four moments of average rho (R) under the hypothesis of 

random ranking can be obtained using the results given in the preceding 

section. For the present we shall consider only the case where there are no 

ties. Then the matrix r0 , for Spearman correlation, turns out to have (m-1) 

nonzero characteristic roots, all equal to m(m-2)! Thence n = 1/(m-1), 

w = n2 , and E = n3 ; and since this is a symmetric index of correlation, 

~ = n2 andµ= v = O. Thus we obtain 

E[R] = O, V[RJ 1 =--
m-1 

2 
n(n-1) ' 

The kurtosis is then 

8 (n-2 )2 
61 = m-1 · n(n-1) 

6 _ 3(m+3)(n-2)(n-3) + 12(m-1)(n-2) + 2(m-1) 3~ 
2 - (m-1)n(n-1) 

where~ is the fourth moment of Spearman's rho, given by Kendall (1948, 

chapter 5) as 

~ = 3(25m3-38m2-35m+72) 

25m(m+1) (m-1 )3 

More simply, 

12 
62 = 3 + - -m-1 

48 + 12(31m2+45m+36) + O(.J_3). 
(m-1 )n ·25(m3-m)n2 n 

This result for 62 is not consistent with the formula for the fourth moment 

of Was given by Kendall (1948, chapter 7), which appears to be incorrect. 

Various tabulations of the exact distribution are available. With 

n = 2, R is just the ordinary Spearman rank correlation coefficient; and 

form= 2 it can be shown equivalent to the sign test statistic. Kendall & 

Smith (1939) tabulated the statistic K = n(m3-m){1+(n-1)R}/12, which is 

integral-valued unless n is odd and m-2 is a multiple of 4, for m=3 with 
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n = 2(1)10, form= 4 with n = 2(1)6, and form= 5 with n = 3, Owen (1962) 

tabulated Friedman's statistic~= (m-1){1+(n-1)R} form= 3 with 

n = 2(1)15, and form= 4 with n = 2(1)8. Finally, Michaelis (1971) added 

two further cases: (m,n) = (5,4) and (6,3). A comparison of these published 

tables reveals numerous discrepancies, however, so I have performed an in

dependent computation. My results indicate that Owen's tabulation is quite 

unreliable, except form= 3 with n = 3(1)8, although interestingly enough 

it yields the first three moments correctly in at least two other instances: 

(4,3) and (4,4). The tables of Kendall & Smith appear to be entirely cor

rect; so also is Michaelis' extension to (5,4), but I did not check him at 

(6,3), However, these latter tables are neither as extensive nor as detailed 

as one might wish. I therefore include as Appendix I my own more complete 

version, identical in extent and similar in format to that of Owen. These 

tables were obtained by the method described in Kendall (1948, chapter 7), 

Moments calculated from them agree in every instance with the formulas 

given in the preceding paragraph. 

For values of morn beyond the scope of the tables one may resort to 

various approximations to the distribution. In an appendix to the original 

paper of Friedman (1937), Wilks showed (by a totally different method from 

Theorem 16) that as n increases without limit the distribution of~ tends 

to that of a chi-square with m-1 degrees of freedom. This asymptotic result 

provides quite a simple approximation to the distribution of R, but un

fortunately it is extremely conservative for moderate values of n. It fits 

only one moment exactly, since the true variance of~' namely 

2(m-1)(n-1)/n, depends on n. A two-moment fit could be achieved by a simple 

linear transformation, of course, but the approximation would still have 

skewness 

8 --= 
m-1 

24 1 
61 + (m-1 )n + 0(2) 

n 

and kurtosis 

to 

12 48 1 
3 + m-1 = 62 + (m-1)n + 0(2). 

n 

Kendall & Smith (1939) proposed instead to fit a s1(u,v) distribution 

1 K ~ W = - {1+(n-1 )R} = ---- = _ _..___ 
n 3 (m-1)n' (m -m)n/12 



setting the left end of the range at O (which is correct unless mis even 

and n odd) and the right end at 1 (which is correct). Then, determining u 

and v so as to fit the first two moments exactly, they obtained 

v= (n-1)u. 

Their approximation is asymptotically correct for increasing n. For finite 

n, its skewness is 

B(n-2) 2 
n-1 

(m-1)n = 
• 2 

{ (m-1 )n+2} 

and its kurtosis is 

12{(m-1)(n3-sn2+sn)-2(n-1)} = 
3 + (n-1){(m-1)n+2}{(m-1)n+4} 
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The approximation is much closer than Friedman's, but in the tail it tends 

to be anticonservative: that is, to indicate levels of significance smaller 

than the true values. A refinement is afforded by applying a continuity 

correction, which consists of subtracting 1 from the numerator of the 

formula given for Win terms of K, and adding 2 to its denominator. 

Michaelis (1971) has given 5% and 1% critical values based on this for 

m = 3(1)15 with n = 3(1)20. 

Kendall & Smith point out that their approximation is equivalent to 

taking 

V = 1+(n-1)R = __ (_n-_1_)_K __ = (n-1)W 
1-R ( 3 ) 2/ 1-W m -m n 12-K 

= 
(n-1 )XF 

(m-1 )n-X 
F 

as an F with (m-1-2/n) and (n-1)(m-~-2/n) degrees of freedom, where Vis 

the same as the variance ratio which would be obtained from an analysis of 

variance of the ranks. Since the nonintegral degrees of freedom are some

what awkward to work with, consider replacing them by the nP.arest integers, 

namely m-1 and (m-1)(n-1)-2 if n ~ 4. This suggests a conceptually simpler 

approximate test, as follows: Perform an ordinary two-way analysis of 

variance using the ranked data, but subtract from the denominator 2 degrees 

of freedom "for ranking" before looking up the result in the F-table. In

cidentally, this analysis of variance technique would be particularly 

advantageous with ties in the data, since it automatically incorporates the 
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correction for ties given by Kendall (1948, chapter 6). And it appears that 

ties, even when numerous, generally will be found to have had little effect 

on the degrees of freedom when the more complicated calculations which they 

entail have been performed. It must be admitted, however, that to incor

porate any correction for continuity would destroy the intuitive simplicity 

of the procedure, and the lack of such works together with the slight error 

in degrees of freedom to accentuate the anticonservative nature of the 

approximation. 

But suppose we take the approach of the preceding two sections. This 

involves abandoning all requirements on the range, but the extreme tails of 

the distribution, particularly the left one, are of little interest in 

practice anyway. We then obtain 

X = n(n-1) (m-1 ){ 1+(n-2)R} n { 12K 
(n-2) 2 = n-2 (·m2 +m)n 

+ m-1 } = _p__ { X + m-1 } 
n-2 n-2 F n-2 

2 
as approximately a chi-square with (m-1)n(n-1)/(n-2) degrees of freedom. 

A correction for continuity can be supplied, if desired, by subtracting 1 

from K. This approximation may be particularly appealing at n = 3 and n = 4, 

where it gives integral degrees of freedom 6(m-1) and 3(m-1), respectively. 

It is asymptotically correct for increasing n. Its skewness is of course 

exactly correct for all n, and its kurtosis is 

3 + 12(n-2) 2 = 0 + 12 + 0(1 ) 
(m-1)n(n-1) µ2 (m-1)n 2' 

n 

with error smaller than that of the Kendall & Smith approximation if 

n(7-m) ~ 24. Thus the present approximation, although no more complicated 

than that of Kendall & Smith, will generally be more accurate except per

haps for very small values of n. 

In Table 10.1 the four approximations described in this section are 

compared for the case where m = 3 with n = 10. The statistic 

K = r 
k=1 

10 
( I y .. - 20 )2, 
i=1 iJ 

whose values are integral, is taken as the index. Then 

1 K 
R=9(20- 1). 



The true significance level P, to 5 decimal places, is taken from 

Appendix I. The Friedman approximation is 

2 
P1 = Pr[x (2) .::._ ~J where¾,= K/10. 
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The Kendall & Smith approximation, with continuity correction (indicated in 

the notation by the prime), is 

P2 = Pr[F(1.8,16.2) > V'] where V' = 9(k-1)/(203-K). 

The simplified analysis of variance version of this gives 

P3 = Pr[F(2,16) > V] where V = 9K/(200-K). 

Finally, the new chi-square approximation, corrected for continuity, is 

2 P4 = Pr[x (2.8125) > X'] where X' = (3+2K)/16. 

All instances where .0001 < P < .1000 are shown in the table. In the upper 

part of this range the approximations are all fairly good, that of Kendall & 

Smith being best. Farther out in the tail the two approximations based on 

the x2-distribution become conservative while the two based on F become 

anticonservative; these tendencies are more and more accentuated for values 

of P still smaller than those shown in the table. The new chi-square approx

imation is clearly best for all instances where the true P < .005, The 

example just presented seems typical of various cases examined. 

In the more general case where ties are permitted it appears simplest, 

for both computation and interpretation, to use the type a index. For each 

i = 1, .•. ,n define 

12 l (Yik - m;1)2 
k 

Q. = --------
1 m3 - m 

Note that Q. = 0 if Y. is completely tied, Q. = 1 if Y. is untied, and 
1 -J. 1 -J. 2 

otherwise 0 < Q. < 1. Then the conditional expected value of r .. under 
1 1J 

random ranking, given that Y. and Y. have tie patterns such as to produce 
-J. -J 

quantities Q. and Q., is n .. = Q.Q./(m-1); and similarly the conditional 
1 J 1J 1 J 
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Table 10. 1 

Approximations to the significance level of average rho for 

testing randomness of ranking when m = 3 with n = 10 

Significance Levels 

Average Approximate 

rho Exact Friedman K-S ANOVA New x 2 

K R p pl p2 p3 P4 

50 .167 .09236 .08209 .08921 .07827 .08048 

54 .189 .07810 .06721 .07158 .06184 .06420 

56 .200 .06647 .06081 .06398 .05485 .05731 

62 ,233 .04556 .04505 .04531 ,03791 .04069 

72 .289 ,03033 .02732 .02468 .01979 .02287 

74 ,300 .02587 .02472 . 02174 , 01728 .02037 

78 ,322 .01793 ,02024 .01678 .01310 .01615 

86 ,367 .01153 .01357 .00974 .00733 .01012 

96 .422 .00747 .00823 .00468 .00335 .00563 

98 .433 .00634 .00745 .00401 .00284 .00500 

104 .467 .00336 .00552 .00248 .00170 .00351 

114 .522 .00198 .00335 .00104 .00067 .00194 

122 .567 .00125 .00224 .00048 .00030 .00121 

126 .589 .00083 .00184 .00032 ,00019 .00095 

128 .600 .00051 .00166 .00026 .00015 .00084 

134 .633 .00037 .00123 .00013 .00007 .00059 

146 .700 .00018 .00068 .00003 .00001 .00029 
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expected value of r .. r.krk. is w .. k = Q.Q.Qk/(m-1) 2 . Hence the U-statistics 
lJ J l lJ l J 

for estimating n and w under the hypothesis of random ranking, when ties may 

be present, are 

(IQ.) 2 -IQ~ - i i 
n = 2 

(m-1 )(n -n) 

and 

3 2 2IQ~ (IQ.) - 3IQ.IQ. + 
w i i i i 

= 2 3 (m-1) (n -3n+2n) 

These estimates may be substituted into the new approximate chi-square test, 

giving as chi-square 

X = D + 
(IQ.) 2 -IQ~ 

i i { 12K _ n(m- 1)} 
(IQ.) 3 - 3IQ.IQ~ + 2IQ~ m2 + m 

i i i i 

where the degrees of freedom are 

D = 

2 2 3 (m-1) {(IQ.) - IQ.} 
i i 

3 2 3 3 {(IQ.) - 3IQ.IQ. + 2IQ.} 
i i i i 

The parameterµ has here been ignored, as explained at the end of Section 9, 

although with ties allowed it may not equal zero even under random ranking: 

Example 6 below, in whichµ= 27(m2-2m-2)/m(m-1)2(m+1) 3 , is a case in point. 

On the other hand, if one prefers to work with the type b index, the 

new chi-square approximation can be used as presented for the untied case, 

provided only that it is agreed to discard any completely tied rankings. 

This is because (in obvious notation) 

pb(Y.,Y.) = 
J.. -J 

and thus for pb 

n = 

p ( y . , y . ) / ✓Q. Q . 
a -i -J i J 

0 

and w = 

2 (1-po) 
2 (m-1) 

if Q.Q. > 0 
i J 

if Q.Q. = 0 
i J 
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where p0 is the probability of a completely tied ranking. Discarding such 

rankings yields p0 = O, whereupon n and ware the same as in the untied 

case. However, it must be noted that the shortcut formulas based on K do 

not apply to pb: one must proceed from the definition of average correla-

t ion, calculating Pb for each pair of rankings and then averaging. Further

more, the alternatives against which this test is consistent are those for 

which Pb> 0: in particular, the simple interpretation in terms of expected 

ranks is not valid. Of course, to obtain a test for equal expected ranks, 

one should use instead the procedure of Section 8 with p as the index of 
a 

correlation. 

11. AVERAGE TAU UNDER RANDOM RANKING 

The first four moments of average tau (T) under the hypothesis of 

random ranking can be obtained from the results given in Section 9, For the 

present we shall consider only the case where there are no ties. Then the 

matrix r0 , for Kendall correlation, turns out to have m(m-1)/2 nonzero 

characteristic roots, of which m-1 are equal to 2(m+1)(m-2)!/3 and 

(m-1 )(m-2)/2 are equal to 2(m-2)!/3, Thence 

- 2 ( 2mill 
n - 9m ( m.-1 ) ' w = 

4(2m2+6m+7) 
2 2 

27m (m-1) 

and, since this is a symmetric index of 

Thus we obtain 

E[T] o, V[T] 2(2m+5) 
= = 9m(m-1) 

= 16(2m2+6~+7) 2 
81 3 m(m-1)(2m+5) 

2 ( n-2) . 
n(n-1) ' 

The kurtosis is then 

E = 8(2m3+8m2+12m+9) 

81m3(m-1 )3 

correlation, ¢ = n 2 andµ 

2 
n(n-1) ' 

= \) = 

= 3(n+1) (n-2) 24(2m3+8m2+12m+9) 
82 n(n-1) + m(m-1)(2m+5)2 

(n-2 )( n-3) + 
n(n-1) 

2 2 
81m (m-1) iii 

2 2(2m+5) n(n-1) 

o. 

where ijJ is the fourth moment of Kendall's tau, which can be obtained from 

the results of Silverstone (1950) as 



~ = 100m4 + 328m3 - 127m2 - 997m - 372 

1350{m{m-1)/2}3 

More simply 

= 3 + 24(2m3+8m2+12m+9) 
a2 2 

m(m-1 )(2m+5) 

96(2m3+8m2+12m+9) 
2 m(m-1) (2m+5) 

37 

This result for a2 is not consistent with the formula for the fourth moment 

of T given by Ehrenberg (1952),which appears to be incorrect. 

No satisfactory tabulation of the exact distribution has been pub

lished. With n = 2, Tis just the ordinary Kendall rank correlation coef

ficient; and form= 2 it can be shown equivalent to the sign test statis

tic. Ehrenberg (1952) gave the distribution for three further cases, namely 

(m,n) = (3,4),(3,5)(4,3), Van Elteren (1957) gave four cases, namely m = 3 

with n = 3(1)6. A more extensive tabulation, covering m = 3 with n = 3(1)10, 

m = 4 with n = 3(1)6, and (m,n) = (5,3),(5,4), and (6,3), is given as 

Appendix II. These tables were obtained by complete enumeration of all 

possibilities (before it was realized that Kendall's method for average rho 

could be extended to average tau also). Moments calculated from them agree 

in every instance with the formulas given in the preceding paragraph. 

For values of m and n beyond the scope of the tables one may resort to 

various approximations to the distribution. Van Elteren (1957) showed {by a 

totally different method from Theorem 16) that as n increases without limit 

the distribution of 

Z = 3m(m-1) {1 + (n-1)T} 
2 

= 3m(m-1 ) + .§_ L 
2 n 

tends to that of {(m+1)X1 + x2}, where x1 and x2 are independently distri

buted as x2 with m-1 and (m-1)(m-2)/2 degrees of freedom respectively. He 

suggested that this asymptotic resuit would provide a relatively good 

approximation to the exact distribution even for quite small values of n. 

However, Van Elteren's approximation fits only one moment exactly, since 

the variance of Z, namely m(m-1)(2m+5)(n-1)/n, depends on n; but a two

moment fit is easily achieved, by changing n to ✓n(n-1) in the formula for 

Zin terms of L. Also, Van Elteren made no provision for a continuity 

correction; but one is easily supplied, by subtracting C from L where 

C = 1 or 2 according as n is even or odd. Thus an improved approximation is 

obtained on replacing Z by 
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= 3m(m-1) + 
Z' 2 

6(L-C) 
/n(n-1) 

One remaining disadvantage of this proposal is that it requires tabulating 

a new nonstandard distribution, although Van Elteren did give explicit 

formulas for the case where mis odd. 

Ehrenberg (1952) had previously proposed for this situation the same 

approach as has been developed more generally in this paper: that is, to 

approximate the distribution of a linear function of T by a chi-square, 

determining the coefficients and degrees of freedom so as to make the first 

three moments agree. Starting from the general expression in Section 9, one 

obtains 

. X = D{1 + (n-2)f1(m)T} 
f 2 (m)L 

= D + ---"--
n - 2 

as a chi-square with 

D -· n(n-1) f (m) 
(n-2)2 3 

degrees of freedom, where 

w = - = 
2 

Tl 

3(2m2+6m+7) 

(2m+5)2 

= Tl = ___ 3 .... (._2_m+_,5 ..... )'--
wm ( m-1) 2(2m2+6m+7) ' 

f3(m) = ri3 = m(m-1)(2m+5)3 

w2 2(2m2+6m+7) 2 

These coefficients have been calculated for the first few values of m, and 

for convenience are given below: 

m 3 4 5 6 7 8 

f1 100661 1 0 1183 1 . 1600 1 . 1938 1.2216 102449 

f2 0 3837 .3095 .2586 .2217 . 1939 .1721 

f3 2 0 1595 3.3212 4.4590 5,5724 6.6657 7,7431 



The Ehrenberg approximation can also be corrected for continuity, by sub

tracting C from L. 
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Since the fractional degrees of freedom of Ehrenberg's chi-square are 

inconvenient, Hays (1960) suggested the following simplification: approxi

mate the distribution of a linear function of T by a chi-square with D' 

degrees of freedom, where the coefficients are determined so as to make the 

mean and variance agree, but D' is a given integer. A little algebra yields 

the linear function 

H = D' + 3T 
3 2 ,;:=-; 

(m -m) ( n -n) D 1 _ D, + --;=:::;.:::=6=Lv= l'.'.'.2=uD=' ·===;.===-
2 ( 2m+5) - I 2 2 ' v(m -m)(2m+5)(n -n) 

Hays noted that if m and n are both large the nearest integer to Ehrenberg's 

Dis m, and he therefore proposed taking D' =min all cases. It appears 

worthwhile, however, actually to calculate D and then let D' be the nearest 

integer to it. 

(Remark. The approach of the previous paragraph can of course be taken 

in all the chi-square approximations of this paper. Suppose we have the 

approximation 

where Fis an inconvenient fraction which we desire to replace by the con

venient integer I - ordinarily, the nearest integer to F. Then take 

X' = r - m + x✓r/F ~ x2(r), 

where the modified approximation has two correct moments if the original 

one did.) 

Since Ehrenberg's chi-square approximation for average tau is not 

asymptotically correct, it must be inferior to Van Elteren's approximation 

for sufficiently large n. For any given m, the true values of the skewness 

a1 and the kurtosis a2 both increase with n. The skewness and kurtosis of 

Van Elteren's approximation are for all n equal to the corresponding 

asymptotic values. The skewness of Ehrenberg's approximation is exact, but 

its kurtosis is 

3 + 1.5a1 
= S _ 48(m3-4m+2) + o(.l). 

2 m(m-1)(2m+5) 3 n 
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This is clearly smaller than a2 for large n, but it happens to be larger for 

smaller n. Thus there is a value of n, say n 1(m), where the true kurtosis is 

equal to that of Ehrenberg's approximation (if for convenience we treat n 

in the moment formulas as though it were continuous); and there is a larger 

value of n, say n2(m), where the true kurtosis is halway between those of 

Ehrenberg's and Van Elteren's approximations. Then for n < n2 Ehrenberg 

fits each of the first four moments at least as closely .as Van Elteren 

- indeed he fits the first three exactly whereas Van Elteren does not - and 

hence at least for these values of n Ehrenberg's approximation should be 

the better of the two. A little algebra shows that for all m we have n1 > 2m 

and n2 > 10m; for small m the exact values of n 1 and n2 are: 

m 3 

61.1 

296.4 

4 

43.0 

206.0 

5 

38.4 

182.7 

6 

37. 1 

176.2 

7 

37. 1 

176.4 

8 

37.8 

179.8 

The obvious conclusion is that in practice the Ehrenberg approximation will 

almost always be preferable to that of Van Elteren. 

A logical next approximation would be to use four moments, fitting 

perhaps a Pearson curve: this will be of Type I (beta) if n < n1, and of 

Type IV if n > n1. The procedure is complicated but well described in 

various texts and will not be discussed here. 

In Table 11.1 the approximations described in this section are com

pared for the case where m = 3 with n = 10. The statistic Lis taken as the 

index; then T = L/135. The true significance level P, to 5 decimal places, 

is taken from Appendix II. The Van Elteren approximation, as originally 

given, is 

2 2 P1 = Pr[4x (2) + x (1) ~ Z] where Z = 9 + .6L. 

The improved version of this is 

P2 = Pr[4x2(2) + x2(1) > Z'] where Z' = 9 + l:'4(L-1). 

The Ehrenberg approximation is 

2 
P3 = Pr[x (3.0369) > X'] where X' = 3.0369 + .1918(L-1). 



Table 11.1 

Approximations to the significance level of average tau for 

testing randomness of ranking when m = 3 with n = 10 

Significance Levels 

Average Exact Approximate 

tau Van Elteren (Improved) Ehrenberg Pearson 

L T p p1 p2 p3 p5 

21 .1556 .08457 .07760 .07713 .07807 .08105 

23 .1704 .07036 .06679 .06585 .06590 .06872 

25 .1852 .05661 .05749 .05622 .05557 .05815 

27 .2000 .05010 .04948 .04800 .04683 .04913 

29 .2148 .03860 .04259 .04098 .03942 .04142 

33 .2444 .03146 .03155 .02987 .02788 .02929 

35 .2593 .02747 .02716 .02550 .02343 .02456 

37 .2741 .02269 .02337 .02177 .01967 .02056 

39 .2889 .01469 .02012 .01859 .01651 .01717 

43 ,3185 .01344 .01490 .01355 .01161 .01191 

45 -3333 .00872 .01283 .01157 . 00973 .00989 

49 .3630 .00772 .00950 .00843 .00682 .00677 

51 ,3778 .00685 .00818 .00720 .00571 .00559 

53 .3926 .00499 .00704 .00614 .00478 .00460 

55 .4074 .00369 .00606 .00525 .00400 .00378 

57 .4222 .00281 .00522 .00448 .00334 .00310 

61 .4519 .00207 .00386 .00326 .00233 .00206 

67 .4963 .00150 .00246 .00203 .00136 .00110 

69 . 5111 .00101 .00212 . 00173 .00113 .00089 

71 .5259 .00059 .00183 .00148 .00095 .00072 

75 .5556 .00046 .00135 .00108 .00066 .00046 

81 .6000 .00022 .00086 .00067 .00038 .00023 

85 .6296 .00020 .00064 .00049 .00027 .00015 

• 

41 
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The Hays simplification of this would be 

2 P4 = Pr[x (3) > H'] where H' = 3 + .1907(1-1), 

but this is not shown, since it is barely distinguishable from P3 . Finally, 

the Pearson approximation turns out to be 

P5 = Pr[B{1.0860,17.7839) > .0576 + .004067(1-1)]. 

All instances where .0001 < P < .1000 are shown in the table. In the upper 

part of this range the approximations are all fairly good. Farther out in 

the tail the Ehrenberg approximation becomes conservative, the improved 

Van Elteren approximation more so, and the original version even more so; 

these tendencies are more and more accentuated for values of P still 

smaller than those shown in the table. The Pearson approximation remains 

reasonably accurate to the extreme tail of the distribution; indeed, a 

graph of the results suggests that no smooth curve could yield any sub

stantial improvement. Whether the additional accuracy provided by the 

Pearson fit justifies the additional effort it requires is left for the 

reader to decide; the author, who programmed these computations himself, 

votes "no". Comparisons similar to this were made for all values of m and 

n covered in Appendix II, except that the Van Elteren approximations were 

not computed form> 3. The example just presented seem typical. 

In the more general case where ties are permitted it appears simplest, 

for both computation and interpretation, to use the type-a index. Suppose 

the observed ranking Y. = (Y. 1, ••. ,Y. ) contains m. distinct tied groups, 
-:i. 1 im 1 

their sizes constituting the set G. = {G. 1, .•• ,G. }, where of course 
1 1 1mi 

.•. + G. = m. Define 
imi 

A.= 
1 

1 -
W. (G. -1) 

1U 1U 

m(m-1) 

EG. (G. -1 )(G. -2) 
B. = 1 ___ 1_u__,~1_u__,,...,.._1_u,,__ 

1 m(m-1)(m-2) 

It may be seen that 0 < A. < B. < 1 for all i = 
- 1 - 1 

1, ... ,n; A. = B. = 0 if 
1 1 

Y. is completely tied, and A. = B. = 1 if Y~ is -1 1 1 -1 
2 · · dY h t· expected value oft .. under random ranking, given that Y. an . ave ie 
1J -1 -J 

untied. Then the conditional 

patterns G. and G. respectively, can be found from Kendall (1948, chapter 4) 
1 J 

as 



2 n .. = -~2-- {2(m-2)B.B. + 9A.A.}, 
lJ 9(m -m) l J l J 

and the conditional expected value of t .. t.ktk. can be worked out similarly 
lJ J J 

as 

4 
wiJ"k = 2 2 {2(m-2)(m-4)B.B.Bk + 

27(m -m) 1 J 

+ 6(m-2)(A.B.Bk+B.A.B +B.B.A) + 27A.A.Ak}. 
lJ lJk lJk lJ 

Hence the U--statistics for estimating n and w under the hypothesis of random 

ranking, when ties may be present, are 

n = 

and 

4 w = ----------
27(m2 -m)2(n3-3n2+2n) 

[2(m-2)(m-4) {(IB.) 3-3EB.IB~+2IB~} 
l l l l 

2 2 2 + 18(m-2) {IA.(IB.) -2IB.IA.B.-IA.IB.+2IB.} l l l l l l l l 

3 2 3 + 27{(IA.) -3IA.IA.+2IA.}]. 
l l l l 

These estimates may be substituted for n and win the formulas for f 1 , f 2 , 

and f 3 , thus yielding the approximate chi-square test; the para.meterµ 1s 

here being ignored. 

12. RANKINGS WITH AT MOST TWO DISTINCT COMPONENTS 

Suppose that Y1, ... ,Y are obt.ained by converting underlying obser-
- -n 

vations ! 1 , ... ,X into ranks, where X. = (x. 1 , ... ,X. )' for i = 1, ... ,n, 
"""TI. -1 l 1m 

and each x. 1 equals O or 1 only. Write W. = x. 1 + ... + X.k. Then the 
l C l l l 

possible values of Y. are only the completely tied ranking, corresponding 
-1 

to the case where W. = 0 
l 

two distinct components: 

or m, and those rankings which contain exactly 

W. components each equal to (1+W. )/2, corresponding 
l l 

to those components of X. which equal O, and (m-W.) components each equal 
-1 l 

to (W. +1+m) /2, corresponding to those components of X. which equal 1. And 
l -1 

suppose we are interested in the hypothesis H1 that such rankings are at 
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random. Cochran (1950) proposed basing a conditional test, given the W. 's, 
i 

on the statistic 

Q = 
m(m-1) E(Gk-G )2 

EW. (m-W.) 
i i 

where Gk G=l'G· ml k' 
k 

it is assumed that the rankings are not all completely tied, so that 

EW.(m-W.) > O. For small values of n the exact permutation distribution of 
i i 

Q may be calculated. For large n Cochran suggested using as an approximation 

the chi-square with m-1 degrees of freedom; as he showed, this is asymp

totically correct provided only that EW.(m-W.) tends to infinity as n in-
i i 

creases. The same test was later proposed independently by Van Elteren 

( 1963). 

Now, the tau-a correlation between Y. and Y. (or X. and X.) turns out 
-i -J -i -J 

to be 

2(m l x.kx'k - w.w.) 
k i J i J 

t (Y.,Y.) = _.......;;;:'--2------
a -i -J m - m 

i ,j = 1 , ••• ,m 

and the corresponding average correlation is then (as Van Elteren shows) 

T 
a 

t 
= i<j 

t (Y. ,Y.) 
a -i -J 

= 
2(__g_1 - 1) EW.(m-W.) 

m- i i 

2 2 (m -m)(n -n) 

Furthermore, the rho-a correlation differs only by a change of scale: in 

fact, 

Thus, when conditioned on the W's, or indeed on the quantity EW.(m-W.), 
i i 

Cochran's statistic is equivalent to average type-a Kendall or Spearman 

correlation. 

A particularly simple situation is that where W. = w for all i. This 
i 

might arise, for example, if each of n judges independently were required 

to select w objects as the best from a group of m. Then Cochran's statistic 

simplifies to 

Q = 

2 
m(m~1) t(Gk-nw/m) 

nw(m-w) 



where Gk is the number of judges who select the k-th object. For this 

situation Van Elteren (1963) has tabulated the exact distribution under H1 
of the integral-valued statistic S = nw(m-w)Q/(m-1) for 34 cases with very 

small m and n. 

It may also be of interest to consider the broader hypothesis 
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Cochran's test has been proposed for this hypothesis also, but here it is no 

longer valid: For example, suppose m = 4, W. = 2 for all i, and the condi-
i 

tional distribution of! given W = 2 assigns probability~ each to the two 

points (0,0,,1,1)' and (1,1,0,0)'. Then clearly H2 holds, since 
2 

Pr[Xik=1] =~fork= 1,2,3,4. But Q = 3(2A-n) /n, where A is the number of 

times X = (0,0, 1, 1) in the sample, so that A is binomial with parameters 

(n,~). Hence we conclude that Q/3 is asymptotically x2( 1) rather than that 

Q is x2(3). But for k,l = 1, ... ,n let us write 

note that 

and that H2 is equivalent to stating that <Pkk = E[Wi]/m for all k. Then it 

was shown by Bhapkar (1970) that the unconditional distribution of Q under 

H2 is asymptoticelly chi-square with m-1 degrees of freedom if and only if 

<Pkl is equal to some constant, say <P, for all k #- l; since then 

= l <Pkk + m(m-1) ' 
k 

2 2 
it follows that cp = (E[W.]-E[W.])/(m -m). Bhapkar's condition is clearly 

i i 

more restrictive than H2 ; yet it is also less restrictive than random 

ranking, unless m = 3. 

On the other hand, a little algebra quickly establishes that the 

(unconditional) expected value of t (Y. ,Y.) is 
a --i -J 
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and this vanishes if and only if H2 is true. That is, H2 is entirely equi

valent to the hypothesis H0 of zero correlation treated in Section 8, and 

the methods proposed there can be applied. Alternatively, see Bhapkar (1970) 

for a different approach to testing this hypothesis. 

13. THEORETICAL EXAMPLES 

In each of the following examples, only a few of the conceivable 

rankings have positive probability. The condense the presentation, therefore, 

these rankings are relabeled ~ 1 '½, ... ; then matrices and vectors such as r 
and E. are reordered to correspond, and unnecessary elements are dropped 

without further ado. Also, p(,) is written for y whenever Spearman (Kendall) 

correlation is used as the index. 

Example 1. Suppose m = 3, ties are disallowed, the index of correlation 

being used is symmetric, and the correlatiori between identical rankings is 

unity. Taking the 6 possible rankings in the order (1,2,3)', (3,1,2)', 

(2,3,1)', (3,2,1)', (1,3,2)', (2,1,3)', we find on applying Fundamental 

Property II that the matrix r must be of the form 

-c -c -1 C C 

-c -c C -1 C 

r -c -c C C -1 ( 1+c) ( I -I)- ( J -J) = = I c -J -I J • 
-1 C C -c -c 

C -1 C -c 1 -c 

C C -1 -c -c 

where I is the 3x3 identity matrix and J the 3x3 matrix in which every 
1 element is unity. The value c = 2 corresponds to Spearman correlation, and 

c =½to Kendall correlation; c = 1 gives the median correlation as defined 

by Blomqvist (1950). Define ai = pi +·pi+3 and di= pi - Pi+3 for i = 1,2,3; 

then a little calculation yields 

2 2 
y = ( 1+c) I:d. - c ( I:d. ) , 

1 1 

~ = (1+c) 2 {I:a.d~ - (I:d~) 2} 
1 1 1 

2 - 2c(1+c) I:d.{I:a.d. - I:d.I:d.} 
1 1 1 1 1 

+ c2(I:-d. )2 { 1 - (I:d. )2}. 
1 1 
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If d = d = d = d then y = 
1 2 3 ' 

d = 0 produces a verification 

2 2 2 2 3d (1-2c) ands= d (1-9d )(1-2c) • The value 

of Theorem 5, and d =½is a special case of 

Example 3, 

Example 2. Let m = 4, and let the rankings (1,2,3,4)', (1,4,3,2) 1 and 

(3.2.1 ,4)' have probabilities p 1,p2 ,p3 respectively, where p 1 + p2 + p3 = 1. 

For Spearman correlation we have 

( 1 .2 .2) 
r = .2 1 -.6 , 

.2 -.6 1 

and for Kendall correlation 

r = 

The minimum value of Pis achieved at p 1 = 0, p2 = p3 = .5, with P = .2; 

the minimum Tis at p1 = .25, p2 = p~ = ,375, with T = .25. If one of the 

p's is required to vanish, the minimum p or Tis achieved by setting the 

other two p's equal to ,5 each, as follows: if p 1 = p2 = .5, p3 = 0 or 

p 1 = p3 = ,5, p2 = 0 then P = .6, T = ,5, and if p2 = p3 = ,5, p 1 = 0 then 

p = .2 (as before), T =½.If two p's vanish the third must be set equal 

to 1, producing trivially the value 1 as the minimum p or,; these three 

points also provide the only maxima. It is not difficult to verify that 

s = O in all the cases cited, and indeed in no others. This example illus

trates Theorem 3. 

Example 3. Suppose the possible rankings are (1,2,3, ... ,m-1,m)', 

(m,1 ,2, •.. ,m-2,m-1) 1 , ••• ,(2,3,4, ••• ,m,1)'. Then by Fundamental Property II 

we see that for any index of correlation the matrix r corresponding to this 

cycle of untied rankings is a symmetric circulant, with elements 

y .. = f( li-jl) where f(x) = f(m-x). Suppose also that them rankings have 
1J 

equal probability 1/m each, then 

m-1 
Y = l l f(x)' m 

x=O 
s = o, 

m-1 
n = l l f 2 (x) - y2 . 

· m x=O 



48 

If the index used is Spearman's rho then f(x) = 

and we have p = O, n = (m2+11 )/5(m2-1). The case m = 

- 6x(m-x)/(m2-1), 

3 is particularly in-

teresting because then the nonzero characteristic roots of rn are .5 and .5, 

the same as under random ranking. This means that the asymptotic power 

against this alternative of the test of H1 based on R is equal to its 

significance level; indeed, the asymptotic distributions of R under hypoth

esis and alternative are the same. For larger m the variance of R under this 

"cyclical" alternative is greater than under random ranking, but the mean is 

still zero and the test of H1 (or of H0 ) is not consistent. 

On the other hand, if the index used is Kendall's tau, for which 
2 

f(x) = 1 - 4x(m-x)/(m -m), then , = (m-2)/3m > O, so that the tests of H0 
and H1 based on Tare both consistent. Here n = 4(m+1)(m2+11)/45m2(m-1), 

and note that 

This example also shows that the converse to Theorem 13 is false. 

Example 4. Ac:cording to Theorem 5 , for the expected correlation based on 

any symmetric correlation to vanish it is sufficient that each ranking have 

the same probability as its inverse. Examples 1 and 3 show that this is not 

a necessary condition, if Spearman's rho is used as the index. With 

Kendall's tau, Example shows that the condition is necessary form= 3 if 

ties are disallowed, but this is not true for larger m: suppose the possible 

rankings and their probabilities are as follows: 

s' 2134 2143 2314 2341 2413 2431 4123 4132 4213 4231 4312 

p .10 .15 .10 .10 .15 .15 .05 .05 .05 .05 .05 

Then a simple computation shows that , = 0, even though there is ~ ranking 

such that it and its inverse have equal probabilities (other than zero). Of 

course, by Theorem 13 p = 0 for this example, and by the Corollary to 

Theorem 7 r; =: 0 for both indices; these results are easily verified for the 

example. 

Example 5. Suppose m = 3, and the rankings (1,2,3)', (1,3,2)', and 

(3,1.5,1.5)' have probabilities p, p, and 1-2p respectively, where 



02._p2._,5, 

For the Goodman-Kruskal index we then have 

1/3 -1 

r = 1/3 -1 

-1 -1 

44 2 
y = 1 - 8p + 3 p . 

This shows that symmetry is insufficient for Theorem 7, since r is not semi

definite, and if say p = 1/4 then y = -1/12 < O, contradicting part (i) of 

the Corollary. Furthermore, if p = ( 6_:!:/3) /22 then y = 0 but a simple cal

culation yields 1'; = (27+/3)/363 > 0 (read the upper signs rn both expres

sions, or the lower in both), so part (iii) fails also. 

For Spearman correlation: 

.5 --75 

(type a) r = . 5 --75 
2 

Pa = ,75( 1-4p) ; 

-,75 -,75 ,75 

.5 -l":75 

(type b) r = . 5 -l":75 Pb = 1 - 4p + 7p2 - 2p( 1-2p)/3. 

-1:75 -l":75 

The expected ranks are i:: 1 = 3 - 4p, i:: 2 = i:: 3 = -1,5 + 2p, and these are 

eq_ual if andl only if p = .25, in which case p = O, thus verifying 
a 

Theorem 11. But pb = (7- 48)/16 > 0 if p = .25, while Pb= 0 if 

p = 1 / ( 2+/3) . 

For Kendall correlation: 

(type a) r = 

(type b) r = 

1/3 

1/3 -2/3 

-2/3 

-2/3 -2/3 2/3 

1/3 

1/3 -✓2/3 

-✓2/3 

-✓2/3 - ✓2/3 

2 2 
Ta = 3 ( 1-4 p ) ; 

+ 20 2 0 
= 1 - 4p 3 p - 4p(1-2p) ✓}. 
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Now Pr[Y. 2>Y.. 3 J - Pr[Y. 2<Y. 3] = 0, but Pr[Y. 1>Y. 2J - Pr[Y. 1<Y. 2 ] = 
1 l 1 1 1 1 1 1 

= Pr[Yi 1>Yi3] - Pr[Yi 1<Yi 3J = 1 - 4p, and this also vanishes if and only if 

p = ,25, in which case T = 0, thus verifying Theorem 12. But 
a 

Tb= (5-124)/12 > 0 if p = .25, while Tb= 0 if p = (3/3+3/2)/(10/3+12/2). 

This also shows that the result stated for m = 3 in Example 4 fails if ties 

are allowed. 

Example 6. Suppose the possible rankings are ~ 1 , ... ,; where 

s = (s 1, .. ,.,s ) and suk = m or m/2 according ask= u or k ,j:. u; these -u u um 
rankings constitute a single permutation set, say V. This is of course a 

special case of the situation discussed in Section 12. Let I be the mxm 

identity matrix, and J the mxm matrix in which every element is unity; then 

by Fundamental Property II we haver= (cr-o)I + oJ, where cr (or o) is the 

common correlation between any member of V and itself (or a different member 

of V); note that a(V,V) =mo+ (cr-o). If p = Pr[Y=S J then 
u - -u 

y = (cr-8)Ep2 + o, 
u 

2 2 2 2 n = (cr-o) {Ep - (Ep) }, 
u u 

, 2 3 2 2 I',;= (cr-cl) {Ep - (Ep ) }. u u 

If ranking is at random, so that p = 1/m for all u, then y = o + (cr-o)/m 
u 

and I',; = 0, in agreement with Theorem 4. 

o = -1/(m-1) 1, and a(V,V) = 0, so that y 

For rho-band tau-b we have cr = 1, 

= (mtp2-1)/(m-1), and y = 0 under u 
random ranking; for rho-a multiply cr and o by 3/(m+1 ), and for tau-a mul-

tiply by 2/m .. For the Goodman-Kruskal coefficient, however, cr = 1, o = -1, 

a(V,V) = 2-m 1, and y = 2Ep!- 1. Then under random ranking y = 2/m-1 < 0, 

while y may vanish when ranking is not random: for instance, if m = 3, 

p 1 = 2/3, p2 = p3 = 1/6. This again shows the failure of Theorem 7 and its 

corollary for a nonmultiplicative index. 

Nevertheless, all indices of correlation for which cr > o are really 

equivalent for testing H1 in this example. We can see that y is minimized 

only if H1 holds, so the test of H1 based on the average correlation will 

be consistent against all alternatives. Writing G for the number of times 
u 

the rankings occurs in the sample, we find the average correlation to be 
-4.l 

G 
c = o + (cr-o) E( 2u)/(~) = cr-o ( ) o + m(n-1) {Q+ n-m }, 



where Q is as defined in Section 12. Now, under H1, fQ = (o-o)(I-J/m)/m, 

with m-1 nonzero characteristic roots each equal to (o-o)/m. Then from 

Theorem 2 we find, after some calculation, that Q is asymptotically a x2 

with m-1 degrees of freedom no matter what the values of o and o. 

14. A NUMERICAL EXAMPLE 

Hays (1960) presents the orderings of m = 6 objects by two groups of 

16 judges each. Translated into rankings, the data are as given in 

Table 14.1. 
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According to Hays 1 (p. 340), "The problem is to measure the agreement 

among judges within each group, and to compare agreement within and between 

the two groups". This will be attacked by the methods of Section 2, using 

Spearman 1 s rho and Kendall's tau as alternative indices of correlation. A 

summary of the calculations is given in Table 14.2. By "coefficient of 

concordance" is meant the quantity {1 + (n-1)C}/n, which ranges from Oto 1 

if a multiplicative index is used; ordinarily the term refers only to 

Kendall's W calculated in this way from average rho, but Hays proposed the 

same rescaling for average tau also. The value of average tau for the com

bined tau for the combined group differs from that given by Hays since he 

used n = 32 instead of n-1 = 31 in the last term of the next-to-last dis

played expression on page 340. Hays was unable to state any conclusion with 

respect to the comparison of agreement; in this analysis the difference 

between the within-group agreements is found not significant at usual 

levels. 

The hypothesis H0 of zero correlation, for each group separately and 

for the two combined, may be tested by the methods of Section 8. A signif

icant result is anticipated in each case, of course, since the approximate 

lower 99% confidence limit on C is positive. The results are summarized in 

Table 14.3. The upper bounds of the first two methods are too weak to 

achieve significance, but the chi-square approximation establishes it 

firmly. It may be noted that assumingµ= 0 in this example, instead of 

calculating an estimate of it, would reduce the approximate P-value in each 

instance; this suggests that the estimation ofµ may be useful to guard 

against an anti-conservative procedure. 

We come finally to the hypothesis H1 of random ranking. Substituting 

m = 6 into the new chi-square approximation for average rho, we have that 
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Table 14.1 

Two groups of 16 rankings of 6 objects 

Group I Group II 

124365 215346 432165 425316 

142563 315246 643152 124365 

213564 314256 524163 534216 

316425 314265 624153 643215 

216534 412356 624135 652413 

521463 513264 645231 641325 

431265 416235 654132 624153 

341265 314256 614352 462315 

Table 14.2 

Analysis of data in Table 14.1 by methods of Section 2 

Using Rho Using Tau 

I II Combined I II Combined 

(Measurement of agreement among judges) 

n 16 16 32 16 16 32 

K (if rho) or L (if tau) 2042 1360 3780 610 372 1062 

Average rank correlation, C .4195 .2571 • 1855 ,3389 .2067 .1427 

Coefficient of concordance .4558 ,3036 .2109 ,3802 .2562 . 1695 
Estimate of r;;, Z ,0308 ,0320 .0291 .0225 .0225 .0174 

Standard error of' C, s=✓4z/n .0877 .0895 .0603 .0750 ,0749 .0466 

Lower 99% confidence limit on C .2160 .0490 .0452 .1644 ,0324 ,0342 

(Comparison of two groups of judges) 

Difference, CI - CII • 1624 .1322 

Standard error .1253 .1060 

Corresponding normal deviate 1.2958 1 .2473 

P-value (2-sided) .1951 .2123 
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Table 14.3 

Testing the hypothesis of zero correlation in the data of Table 14.1 

Using Rho Using Ta~ 

I II Combined I II Combined 

(First method) 

1 + (n-1) C 7,2929 4.8571 6.7500 6~0833 4.1000 5.4250 

P = Pr[Q2<1+(n-1)CJ .9931 .9725 .9906 .9864 .9571 .9802 
-

k 5 5 5 15 15 15 
k .0341 .1303 .0460 . 1863 .4818 .2597 U = 1 - P 0 

(Second method: Chebyshev bounds 

U = 1/{1+(n-1)C} .1371 .2059 . 1481 . 1644 .2439 . 1843 
1 2 

.0564 .0658 . 0811 . 1785 u2 = 3/{1+(n-1)C} . 1272 . 1019 

(Third method: 
2 approximation) X 

.... .3224 .2457 .2359 .2187 . 1689 .1520 n 

w . 1239 .0644 .0600 .0683 .0362 .0295 
.... .2130 . 1284 .0947 . 1287 .0727 .0537 µ 

I 

D 2,373 3. 817 3,812 2.407 3,915 4.201 

X' 19.994 19.505 27.287 19,795 19.289 27.816 

P-value .o4n .0352 .0414 .0489 .0363 .o4n 
-- --
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Table 14.4 

Testing the hypothesis of random ranking in the data of Table 14.1 

Using Rho Using Tau 

I II Combined I II Combined 

n 16 16 
' 

32 16 16 32 

K ( if rho) or L (if tau) 2042 1360 3780 610 372 1062 

D 6.122 6. 122 5.511 6.823 6.823 6.142 

X' 42.061 28. 143 36. 168 45.406 30,328 37.511 

P-value .062 .0498 .0516 .061 • 0471 .0516 



X' D + _1_ ( k-1 ) 
= n-2 17.5 - n 

is approximately a chi-square with D = 5(n2-n)/(n-2) 2 degrees of freedom. 

Using average tau instead yields 

X' = D + .2217(L-1)/(n-2) 

2 2 as a chi-square with D = 5.5724 (n -n)/(n-2) degrees of freedom. The 

results are summarized in Table 14.4. 

This work was performed while I held a Research Career Development 

Award (No. GM-38906) from the National Institute of General Medical 

Sciences. I wish also to acknowledge the invaluable assistance of 

Katie Yelverton and Anna Colosi with the computer. 
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APPENDIX I 

EXACT DISTRIBUTION OF AVERAGE RHO 

m = 3, n = 3 

K R w ~ f I:f p 

0 -.5000 0.0000 0.000 2 36 1 .00000 

2 -.3333 • 1111 .667 15 34 .94444 

6 0.0000 ,3333 2.000 6 19 .52778 

8 .1167 .4444 2.667 6 13 .36111 

14 .6667 ,7778 4.667 6 7 • 19444 

18 1.0000 1 .0000 6.000 .02778 

m = 3, n = 4 

K R w ~ f I:f p 

0 -.3333 0.0000 0.000 15 216 1 .00000 

2 -.2500 .0625 .500 60 201 ,93056 

6 -.0833 . 1875 1. 500 48 141 .65278 

8 0.0000 .2500 2.000 34 93 .43056 

14 .2500 .4375 3.500 32 59 .27315 

18 .4167 .5625 4.500 12 27 .12500 

24 .6667 .7500 6.000 6 15 .06944 

26 .7500 .8125 6,500 8 9 .04167 

32 1 .0000 1 .0000 8.000 1 .00463 
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m = 3, n =·5 

K R w ~ f I:f . p 

0 -.2500 .0000 0.000 60 1296 1.00000 

2 -.2000 .o4oo .400 340 1236 ,95370 
6 -. 1000 . 1200 1 .200 220 896 .69136 

8 -.0500 . 1600 1.600 200 676 .52160 

14 .1000 .2800 2.800 240 476 ,36728 

18 .2000 ,3600 3.600 75 236 . 18210 

24 .3500 .4800 4.800 40 161 • 12423 

26 .4000 .5200 5.200 70 121 .09336 

32 .5500 .6400 6.400 20 51 ,03935 

38 .7000 .7600 7.600 20 31 .02392 

42 .8000 .8400 8.400 10 11 .00849 

50 1. 0000 1.0000 10 .000 .03772 

m = 3, n = 6 

K R w ~ f I:f p 

0 -.2000 0.0000 0.000 340 7776 1.00000 

2 -.1667 .0278 ,333 1680 7436 .95628 

6 -.1000 .0833 1.000 1320 5756 .74023 

8 -.0667 • 1111 1. 333 1095 4436 . 57047 

14 .0333 .1944 2.333 1380 3341 .42966 

18 .1000 .2500 3,000 530 1961 .25219 

24 .2000 .3333 4.ooo 330 1431 . 18403 

26 .2333 . 3611 4.333 540 1101 . 14159 

32 ,3333 .4444 5,333 156 561 .07215 

38 .4333 .5278 6,333 180 405 .05208 

42 .5000 .5833 7,000 132 225 .02894 

50 .6333 .6944 8,333 30 93 .01196 

54 .7000 ,7500 9.000 20 63 .00810 

56 ,7333 ,7778 9,333 30 43 .00553 

62 .8333 .8611 10,333 12 13 .00167 

72 1.0000 1. 0000 12.000 1 .03129 
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m = 3, n = 7 

K R w ~ f I:f p 

0 -.1667 0.0000 0.000 1680 46656 1. 00000 
2 -.1429 .0204 .286 9135 44976 .96399 
6 -.0952 .0612 .857 6930 35841 .76820 

8 -.0714 .0816 1.143 6230 28911 .61966 
14 0.0000 .1429 2.000 8470 22681 .48613 
18 .0476 .1837 2.571 3171 14211 ,30459 
24 .1190 .2449 3.429 2100 11040 .23663 
26 .1429 .2653 3,714 3724 8940 • 19162 

32 .2143 ,3265 4.571 1232 5216 • 11180 

38 .2857 .3878 5,429 1582 3984 .08539 
42 · ,3333 .4286 6.000 1134 2402 .05148 

50 .4286 .5102 7 .143 301 1263 .02718 

54 .4762 .5510 7,714 210 967 .02073 

56 .5000 .5714 8.000 364 757 .01623 

62 ,5714 .6327 8.857 224 393 .00842 

72 .6905 ,7347 10.286 42 169 .00362 

74 ,7143 ,7551 10.571 70 127 .00272 

78 .7619 ,7959 11. 143 42 57 .00122 

86 .8571 .8776 12.286 14 15 .03322 

98 1.0000 1. 0000 14.ooo l 1 .04214 
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m = 3, n = a 

K R w ~ f }:f p 

0 - . 1429 0.0000 0.000 9135 279936 1. 00000 

2 -0. 1250 .0156 .250 48440 270801 .96737 

6 -.0893 .0469 .750 39200 222361 ,79433 

8 -.0714 .0625 1. 000 34636 183161 .65430 

14 - . 0179 . 1094 1. 750 49056 148525 .53057 
18 .0179 . 1406 2.250 19656 99469 .35533 
24 .0714 . 1875 3.000 13776 79813 .28511 

26 .0893 .2031 3,250 24192 66037 .23590 

32 . 1429 .2500 4.000 8330 41845 . 14948 

38 . 1964 .2969 4.750 11424 33515 . 11972 

42 .2321 .3281 5.250 8960 22091 .07891 

50 .3036 .3906 6.250 2632 13131 .04691 

54 .3393 .4219 6.750 2016 10499 .03751 

56 . 3571 .4375 7.000 3472 8483 .03030 

62 .4107 .4844 7.750 2240 5011 .01790 

72 .5000 .5625 9.000 540 2771 .00990 

74 .5179 .5781 9.250 896 2231 .00797 

78 .5536 .6094 9,750 672 1335 .00477 

86 .6250 .6719 10.750 352 663 .00237 

96 .7143 . 7500 12.000 70 311 . 00111 

98 ,7321 .7656 12.250 168 241 . 03861 

104 . 7857 .8125 13,000 56 73 .03261 

114 .8750 .8906 14.250 16 17 .04607 

128 1 . 0000 1. 0000 16.000 .05357 
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m = 3, n = 9 

K R w ~ f I:f p 

0 -0.1250 0.0000 0.000 48440 1679616 1 .00000 

2 -.1111 .0123 .222 264726 1631176 . 97116 

6 -.0833 .0370 .667 215208 1366450 .81355 

8 -.0694 .0494 .889 195552 1151242 .68542 

14 -.0278 .0864 1. 556 287784 955690 .56899 

18 0.0000 . 1111 2.000 116214 667906 ,39765 

24 .0417 . 1481 2.667 84672 551692 .32846 

26 .0556 . 1605 2.889 152964 467020 .27805 

32 .0972 . 1975 3,556 55440 314056 . 18698 

38 . 1389 .2346 4.222 79632 258616 . 15397 
42 .1667 .2593 4.667 63252 178984 . 10656 

50 .2222 .3086 5,556 20070 115732 .06890 

54 .2500 .3333 6.000 15792 95662 .05695 

56 .2639 .3457 6.222 28224 79870 .04755 

62 .3056 .3827 6.889 19800 51646 .03075 

72 ,3750 .4444 8.000 5280 31846 .01896 

74 .3889 .4568 8.222 9324 26566 .01582 

78 .4167 .4815 8.667 7128 17242 .01027 

86 .4722 ,5309 9,556 4176 10114 .00602 

96 . 5417 ,5926 10.667 1008 5938 .00354 

98 .5556 .6049 10. 889 2673 4930 .00294 

104 .5972 .6420 11.556 1152 2257 .00134 

114 .6667 .7037 12.667 522 1105 .03658 

122 .7222 .7531 13.556 252 583 .03347 

126 .7500 . 7778 14.ooo 168 331 .03197 

128 . 7639 . 7901 14.222 72 163 . 04970 

134 .8056 .8272 14.889 72 91 .04542 

146 .8,889 .9012 16.222 18 19 .04113 

162 1. 0000 1. 0000 18.000 .06595 
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m = 3, n = 10 

K R w XF f Lt p 

0 -.1111 0.0000 0.000 264726 10077696 1 .00000 

2 - . 1000 .0100 .200 1446060 9812970 . 97373 

6 -.0778 .0300 .600 1208340 8366910 .83024 

8 -.0667 .o4oo .Boo 1099140 7158570 .71034 

14 -,0333 .0700 1. 400 1664040 6059430 .60127 

18 -.0111 .0900 1.800 691740 4395390 .43615 

24 .0222 . 1200 2.400 520380 3703650 .36751 

26 .0333 . 1300 2.600 943320 3183270 ,31587 

32 .0667 . 1600 3.200 352500 2239950 .22227 

38 .. 1000 . 1900 3.800 525000 1887450 . 18729 

42 . 1222 .2100 4.200 431640 1362450 . 13519 

50 .. 1667 .2500 5.000 143772 930810 .09236 

54 . 1889 .2700 5.400 117180 787038 .07810 

56 .2000 .2800 5.600 210720 669858 .06647 

62 .. 2333 .3100 6.200 153480 459138 .04556 

72 .2889 .3600 7.200 44955 305658 .03033 

74 .. 3000 .3700 7.400 80040 260703 .02587 

78 .3222 .3900 7.800 64440 180663 . 01793 

86 ,3667 .4300 8.600 40980 116223 .01153 

96 .4222 .4800 9,600 11340 75243 . 00747 

98 .4333 .4900 9,800 30090 63903 .00634 

104 .4667 .5200 10.400 13830 33813 .00336 

114 ,5222 -5700 11 . 400 7380 19983 .00198 

122 .5667 .6100 12.200 4200 12603 .00125 

126 ,5889 .6300 12.600 3240 8403 .03834 

128 .6000 .6400 12.800 1450 5163 .03512 

134 ,6333 ,6700 13,400 1860 3713 .03368 

146 . 7000 .7300 14.600 740 1853 .03184 

150 .7222 .7500 15.000 252 1113 .03110 

152 .7333 .7600 15.200 420 861 .04854 

158 .7667 .7900 15.800 240 441 .04438 

162 .7889 .8100 16.200 90 201 .04199 

168 .8222 .8400 16.800 90 111 .04110 

182 .9000 .9100 18.200 20 21 .0 5208 

200 1 . 0000 1. 0000 20.000 .07992 
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m = 3, n = 11 

K R w XF f I:f p 

0 -. 1000 0.0000 0.000 1446060 60466176 1.00000 
2 -.0909 .0083 • 182 7996296 59020116 ,97608 
6 -.0727 .0248 .546 6754440 51023820 .84384 
8 -.0636 .0331 ,727 6218520 44269380 .73213 

14 -,0364 .0579 1 .273 9646560 38050860 .62929 
18 -.0182 .0744 1.636 4059000 28404300 .46976 
24 .0091 .0992 2. 182 3132360 24345300 .40263 
26 .0182 . 1074 2.364 5749920 21212940 .35082 
32 .0455 .1322 2,909 2210472 15463020 .25573 
38 .0727 • 1570 3.455 3385800 13252548 .21917 
42 .0909 , 1736 3.818 2825064 9866748 .16318 

50 .1273 .2066 4.546 982575 7041684 . 11646 

54 .1455 .2231 4,909 815760 6059109 , 10021 

56 , 1545 .2314 5. 091 1488960 5243349 ·,08672 
62 .1818 .2562 5.636 1125234 3754389 .06209 

72 .2273 .2975 6.546 348282 2629155 .04348 

74 .2364 .3058 6.727 632280 2280873 .03772 
78 .2545 .3223 7.091 519090 1648593 .02726 
86 .2909 .3554 7.818 349140 1129503 .01868 

96 ,3364 .3967 8.727 104280 780363 .01291 

98 .3455 .4050 8.909 283195 676083 .01118 
104 .3727 .4298 9.456 137940 392888 .00650 
114 .4182 .4711 10.364 80410 254948 .00422 
122 .4545 .5041 11. 091 51084 174538 .00289 
126 .4727 • 5207. 11.455 40590 123454 .00204 
128 .4818 .5289 11.636 18260 82864 .00137 
134 .5091 .5537 12 .182 25520 64604 .00107 
146 .5636 .6033 13.273 12430 39084 .03646 

150 .5818 .6198 13.636 4620 26654 .03441 

152 .5909 .6281 13.818 8184 22034 .03364 

158 .6182 .6529 14.364 5610 13850 .03229 
162 .6364 .6694 14.727 2211 8240 .03136 
168 .6636 .6942 15.273 2860 6029 .04997 
182 .7273 .7521 16.546 1936 3169 .04524 

table continued on next page 
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table continued 

K R w ~ f I:f p 

186 • 7455 .7686 16.909 660 1233 .04204 

194 • 7818 .8017 17 .636 330 573 .05948 

200 .8091 .8264 18. 182 110 243 .05402 

206 .8364 .8512 18. 727 110 133 .05220 

222 .9091 .9174 20. 182 22 23 .06380 
242 1. 0000 1.0000 22.000 1 1 .07165 
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m = 3, n = 12 

K R w ~ f I:f p 

0 -.0909 0.0000 0.000 7996296 362797056 1 .00000 
2 -.0833 .0069 . 167 44396352 354800760 ,97796 
6 -.0682 .0208 .500 38076192 310404408 .85559 
8 -.0606 .0278 .667 35210736 272328216 ,75064 

14 -,0379 .0486 1.167 55725120 237117480 .65358 
18 -.0227 .0625 1.500 23825472 181392360 .49998 
24 0.0000 .0833 2.000 18782280 157566888 .43431 
26 .0076 .0903 2. 167 34661088 138784608 .38254 

32 .0303 . 1111 2.667 13616559 104123520 .28700 

38 ,0530 . 1319 3,167 21345984 90506961 .24947 
42 .0682 . 1458 3,500 18136008 69160977 .19063 

50 .0985 , 1736 4.167 6509052 51024969 . 14064 

54 .1136 . 1875 4.500 5507040 44515917 . 12270 

56 . 1212 .1944 4.667 10118988 39008877 . 10752 

62 . 1439 .2153 5 .167 7843968 28889889 .07963 

72 • 1818 .2500 6.000 2551714 21045921 .05801 

74 .1894 .2569 6. 167 4668840 18494207 .05098 

78 .2045 .2708 6.500 3921984 13825367 .03811 

86 .2348 .2986 7. 167 2748768 9903383 .02730 

96 .2727 .3333 8.000 871794 7154615 .01972 

98 .2803 .3403 8. 167 2385636 6282821 .01732 

104 ,3030 • 3611 8.667 1203180 3897185 .01074 

114 .3409 .3958 9,500 751080 2694005 .00743 

122 ,3712 .4236 10. 167 506088 1942925 .00536 

126 .3864 .4375 10.500 416768 1436837 .00396 

128 ,3939 .4444 10.667 189816 1020069 .00281 

134 .4167 .4653 11. 167 279840 830253 .00229 

146 .4621 ,5069 12. 167 150744 550413 .00152 

150 .4773 .5208 12.500 60192 399669 .00110 

152 .4848 .5278 12.667 108108 339477 .03936 

158 .5076 .5486 13. 167 78144 231369 .03638 

162 .5227 .5625 13,500 31812 153225 .03422 

168 ,5455 .5833 14.ooo 45012 121413 .03335 

182 .5985 .6319 15. 167 39072 76401 .03211 

table continued on next page 



67 

table continued 

K R w ~ f I:f p 

186 .6136 .6458 15.500 15048 37329 .03103 

194 .6439 .6736 16. 167 9240 22281 .04614 

200 .6667 .6944 16.667 3246 13041 .04359 
206 .6894 . 7153 17 .167 4224 9795 . 04270 
216 .7273 ,7500 18.000 924 5571 .04154 

218 .7348 .7569 18. 167 1584 4647 .04128 

222 .7500 .7708 18.500 1344 3063 .05844 

224 .7576 . 7778 18.667 990 1719 .05474 

234 ,7955 .8125 19,500 440 729 .05201 

242 .8258 .8403 20. 167 132 289 .06797 
248 .8485 .8611 20.667 132 157 .06433 

266 .9167 .9236 22. 167 24 25 .07689 

288 1. 0000 1.0000 24.ooo 1 .08276 

/ 
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m = 3, n = 13 

K R w ¾, f I:f p 

0 -.0833 0.0000 0.000 44396352 2176782336 1.00000 
2 -.0769 .0059 . 154 248133600 2132386984 .97960 
6 -.0641 .0178 .462 214939296 1884252384 .86561 
8 -.0577 .0237 .615 200099328 1669313088 .76687 

14 -.0385 .0414 1 .077 322175568 1469213760 .67495 
18 -.0256 ,0533 1,385 139213503 1147038192 ,52694 
24 -.0064 .0710 1.846 111732192 1007824689 .46299 
26 0.0000 .0769 2.000 207655734 896092497 .41166 

32 .0192 .0947 2.462 83131620 688436763 ,31626 

38 .0385 .1124 2,923 132840708 605305143 .27807 
42 .0513 .1243 3.231 114221250 472464435 .21705 

50 .0769 • 1479 3,846 42148249 358243185 . 16457 

54 .0897 .1598 4. 154 36133812 316094936 • 14521 

56 .0962 . 1657 4.308 66930864 279961124 . 12861 

62 .1154 .1834 4.769 53047280 213030260 .09786 

72 • 1474 .2130 5,538 17897880 159982980 . 07350 
74 .1538 .2189 5,692 33057024 142085100 .06527 
78 • 1667 .2308 6.000 28173288 109028076 .05009 
86 .1923 .2544 6.615 20415824 80854788 .03714 

96 .2244 .2840 7,385 6764472 60438964 .02777 
98 .2308 .2899 7,538 18701826 53674492 .02466 

104 .2500 ,3077 8.000 9707984 34972666 .01607 
114 .2821 ,3373 8.769 6354348 25264682 .01161 
122 ,3077 ,3609 9,385 4484480 18910334 .00869 
126 .3205 .3728 9.692 3764904 14425854 .00663 
128 ,3269 ,3787 9.846 1729728 10660950 .00490 

134 .3462 .3964 10.308 2644928 8931222 .00410 

146 ,3846 .4320 11. 231 1539252 6286294 .00289 

150 ,3974 .4438 11.538 633204 4747042 .00218 

152 .4038 .4497 11.692 1155440 4113838 .00189 

158 .4231 .4675 12.154 874016 2958398 .00136 
162 .4359 .4793 12.462 363870 2084382 .03958 
168 .4551 .4970 12.923 542256 1720512 .03790 
182 ,5000 ,5385 14.ooo 537420 1178256 .03541 

table continued on next page 
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table continued 

K R w ~ f rr p 

186 .5128 .5503 14.308 217074 640836 .03294 

194 .5385 .5740 14.923 143858 423762 .03195 
200 ,5577 .5917 15,385 53352 279904 .03129 
206 .5769 .6095 15.846 76232 226552 .03104 
216 .6090 .6391 16.615 20592 150320 .04691 
218 .6154 .6450 16.769 36894 129728 .04596 
222 .6282 .6568 17 .077 31200 92834 .04426 
224 .6346 .6627 17,231 26312 61634 .04283 

234 .6667 .6923 18.000 14586 35322 .04162 
242 .6923 . 7160 18.615 4615 20736 .05953 
248 . 7115 • 7337 19.077 6032 16121 .05741 

254 .7308 . 7515 19,538 3432 10089 .05463 

258 .7436 .7633 19.846 2574 6657 .05306 
266 .7692 .7870 20.462 3172 4083 • 05188 

278 .8077 .8225 21. 385 572 911 .06419 
288 .8397 .8521 22.154 156 339 .06156 

294 .8590 .8698 22.615 156 183 . o7 841 

314 ,9231 .9290 24. 154 26 27 .07124 

338 1.0000 1.0000 26.000 1 1 .09459 
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m = 3, n = 14 

K R w ~ f I:f p 

0 -.0769 0.0000 0.000 248133600 13060694016 1 .00000 
2 -.0714 .0051 • 143 1392623232 12812560416 .98100 
6 -.0604 .0153 .429 1218641424 11419937184 .87437 
8 -.0549 .0204 .571 1139401263 10201295760 .78107 

14 -.0385 .0357 1.000 1861799940 9061894497 .69383 
18 -.0275 .0459 1.286 813062250 7200094557 ,55128 
24 -.0110 .0612 1.714 662672010 6387032307 .48903 
26 -.0055 .0663 1 .857 1237392156 5724360297 .43829 
32 .0110 .0816 2.286 503238736 4486968141 .34355 
38 .0275 .0969 2,714 817380564 3983729405 .30502 
42 .0385 . 1071 3,000 711034324 3166348841 .24243 

50 .0604 .1276 3,571 268298030 2455314517 .18799 
54 .0714 .1378 3,857 232828596 2187016487 • 16745 

56 .0769 .1429 4.000 433607174 1954187891 . 14962 
62 .0934 • 1582 4.429 349833484 1520580717 .11642 

72 • 1209 .1837 5. 143 121852731 1170747233 .08964 

74 .1264 .1888 5.286 226418192 1048894502 • 08031 

78 , 1374 • 1990 5,571 195619424 822476310 .06297 
86 . 1593 .2194 6. 143 145561416 626856886 .04800 

96 .1868 .2449 6.857 50001952 481295470 .03685 

98 .1923 .2500 7.000 139114404 431293518 .03302 
104 .2088 .2653 7.429 73813740 292179114 .02237 
114 .2363 .2908 8.143 50250200 218365374 .01672 
122 .2582 • 3112 8,714 36660624 168115174 .01287 
126 .2692 ,3214 9.000 31327296 131454550 .01006 

128 ,2747 ,3265 9.143 14498848 100127254 .00767 
134 .2912 ,3418 9,571 22782760 85628406 .00656 
146 ,3242 ,3724 10.429 14000168 62845646 .00481 

150 ,3352 ,3827 10.714 5905900 48845478 .00374 

152 ,3407 .3878 10.857 10872862 42939578 .00329 

158 ,3571 .4031 11 . 286 8468460 32066716 .00246 

162 .3681 .4133 11.571 3593772 23598256 .00181 

168 ,3846 .4286 ~2.000 5549726 20004484 .00153 
182 .4231 .4643 13.000 6006364 14454758 .00111 

table continued on next page 



71 

table continued 

K R w ~ f Ef p 

186 .4341 .4745 13.286 2502500 8448394 .03647 

194 .4560 .4949 13,857 1750476 5945894 .03455 

200 .4725 .5102 14.286 671125 4195418 .03321 

206 .4890 ,5255 14.714 1009372 3524293 .03270 

216 .5165 ,5510 15.429 306306 2514921 .03193 

218 .5220 ,5561 15,571 556556 2208615 .03169 
222 .5330 .5663 15.857 471380 1652059 .03126 

224 ,5385 ,5714 16.000 416416 1180679 .04904 

234 .5659 ,5969 16.714 254436 764263 .04585 

242 ,5879 .6173 17 .286 86450 509827 .04390 

248 .6044 .6327 17,714 124488 423377 .04324 

254 .6209 .6480 18. 143 84084 298889 .04229 

258 .6319 .6582 18.429 68068 214805 .04164 

266 .6538 .6786 19.000 91000 146737 .04112 

278 .6868 .7092 19.857 22204 55737 .05427 

288 .7143 .7347 20.571 6384 33533 .05257 

294 ,7308 .7500 21 .ooo 11804 27149 .05208 

296 .7363 . 7551 21. 143 6006 15345 . 05118 

302 ,7527 ,7704 21.571 4oo4 9339 .06715 

312 .7802 ,7959 22.286 2002 5335 .06408 

314 .7857 .8010 22.429 2212 3333 .06255 

326 .8187 .8316 23.286 728 1121 .07858 

338 .8516 .8622 24. 143 182 393 .07301 

344 .8681 .8776 24.571 182 211 .07162 

366 .9286 ,9337 26.143 28 29 .08222 

392 1 .0000 1. 0000 28.000 1 1 .01011 
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m = 3, n = 15 

K R w ~ f l:f p 

0 -.0714 0.0000 0.000 1392623232 78364164096 1.00000 
2 -.0667 .0044 . 133 7850732175 76971540864 .98223 
6 -.0571 .0133 .400 6925848930 69120808689 .88205 
8 -.0524 .0178 .533 6504768270 62194959759 .79367 

14 -.0381 .0311 .933 10766745990 55690191489 . 71066 
18 -.0286 .0400 1.200 4741832095 44923445499 .57327 
24 -.0143 .0533 1 .600 3916572660 40181613404 .51275 
26 -.0095 .0578 1. 733 7348160820 36265040744 .46278 

32 .0048 .0711 2.133 3029786760 28916879924 .36901 
38 .0190 .0844 2.533 4990415430 25887093164 .33034 
42 .0286 .0933 2.800 4381286910 20896677734 .26666 

50 .0476 . 1111 3.333 1685959275 16515390824 .21075 
54 .0571 . 1200 3.600 1477405930 14829431549 .18924 

56 .0691 . 1244 3.733 2765943180 13352025619 .17038 
62 .0762 . 1378 4.133 2266123860 10586082439 .13509 
72 .1000 .1600 4.800 810090710 8319958579 .10617 

74 • 1048 . 1644 4.933 1514022510 7509867869 .09583 
78 .1143 .1733 5.200 1321950630 5995845359 .07651 
86 .1333 . 1911 5.733 1006017870 4673894729 .05964 

96 .1571 .2133 6.400 355795440 3667876859 .04681 

98 .1619 .2178 6.533 996006375 3312081419 .04227 
104 .1762 .2311 6.933 538257720 2316075044 .02956 
114 .2000 .2533 7.600 377951340 1777817324 .02269 

122 .2190 .2711 8. 133 283393110 1399866984 .01786 

126 .2286 .2800 8.400 245315070 1116472874 .01425 
128 ,2333 .2844 8.533 114241920 871157804 .01112 

134 .2476 .2978 8,933 183409590 756915884 .00966 
146 .2762 .3244 9,733 117791310 573506294 .00732 

150 .2857 ,3333 10.000 50516466 455714984 .00582 

152 .2905 ,3378 10.133 93753660 405198518 .00517 

158 ,3048 ,3511 10,533 74785620 311444858 .00397 
162 ,3143 .3600 10.800 32193525 236659238 .00302 
168 .3286 ,3733 11.200 51034620 204465713 .00261 

182 .3619 .4044 12. 133 58899750 153431043 .00196 

table continued on next page 
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table continued 

K R w ~ f Ef p 

186 . 3714 .4133 12.400 25047750 94531343 .00121 

194 ,3905 .4311 12.933 18200910 69483593 .03887 

200 . ~fo48 .4444 13,333 7174986 51282683 .03654 

206 • ~f 190 .4578 13,733 11173890 44107697 .03563 

216 . ~f429 .4800 14.400 3623620 32933807 .03420 

218 . ~(4 76 .4844 14.533 6666660 29310187 .03374 

222 . ~f571 .4933 14.800 5719350 22643527 .03289 

224 . l.~619 .4978 14.933 5176080 16924177 .03216 

234 . l.~857 .5200 15.600 3367000 11748097 .03150 

242 . Si048 ,5378 16. 133 1195845 8381097 .03107 

248 . Si 190 .5511 16.533 1812720 7185252 . 04917 

254 . Si333 .5644 16.933 1334190 5372532 .04686 

258 . ~;429 .5733 17.200 1111110 4038342 .04515 

266 . Si619 .5911 17,733 1559250 2927232 .04374 

278 .5905 .6178 18.533 434070 1367982 .04175 

288 .6143 .6400 19.200 135800 933912 .04119 

294 .6286 .6533 19.600 286860 798112 .04102 

296 .6333 .6578 19.733 163020 511252 .05652 

302 .6476 .6711 20. 133 120120 348232 .05444 

312 .6714 .6933 20.800 70980 228112 .05291 

314 .6762 .6978 20,933 68670 157132 .05201 

326 . 'f048 ,7244 21 . 733 32760 88462 .05113 

338 ,7333 ,7511 22.533 21495 55702 .06711 

342 . 'f 429 . 7600 22.800 10010 34207 .06437 

344 ,1'476 .7644 22,933 11340 24197 .06309 

350 .7619 ,7778 23,333 6006 12857 .06164 

362 .7905 .8044 24. 133 2730 6851 .07874 

366 .8000 .8133 24.400 2760 4121 .07526 

378 .13286 .8400 25,200 910 1361 .07174 

392 .8619 .8711 26. 133 210 451 .08576 

398 .13762 .8844 26.533 210 241 .08308 

422 ,9333 ,9378 28. 133 30 31 .09396 

450 1. 0000 1 . 0000 30.000 1 .0 1013 
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m = 4, n = 3 

K R w ¾, f I:f p 

1 -.4667 .0222 .200 24 576 1 .00000 

3 -.4000 .0667 .600 28 552 .95833 

5 -.3333 . 1111 1.000 105 524 .90972 

9 -.2000 .2000 1.800 69 419 .72743 

11 -. 1333 .2444 2.200 48 350 .60764 
• 

13 -.0667 .2889 2.600 45 302 • 52431 

17 .0667 .3778 3.400 60 257 .44618 

19 . 1333 .4222 3.800 24 197 .34201 

21 .2000 .4667 4.200 54 173 .30035 

25 .3333 .5556 5.000 18 119 .20660 

27 · .4000 .6000 5.400 16 101 .17535 

29 .4667 .6444 5.800 42 85 . 14757 

33 .6000 .7333 6.600 18 43 .07465 

35 .6667 ,7778 7.000 12 31 • 05382 

37 .7333 .8222 7.400 9 19 .03299 

41 .8667 . 9111 8.200 9 10 .01736 

45 1. 0000 1 .0000 9,000 1 1 .00174 
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m = 4, n = 4 

K R w ¾, f If p 

0 -.3333 0.0000 0.000 105 13824 1.00000 

2 -.3000 .0250 ,300 888 13719 ,99240 

4 - . ~i667 .0500 .600 384 12831 . 92817 

6 -.2333 .0750 .900 1392 12447 ,90039 

8 -.2000 . 1000 1. 200 633 11055 . 79970 
10 -. 1667 0. 1250 1. 500 1068 10422 ,75391 
12 - . '1333 . 1500 1. 800 384 9354 .67665 

14 -. 1000 .1750 2 .100 1728 8970 .64887 

16 -.0667 .2000 2.400 225 7242 .52387 
18 -,0333 .2250 2.700 1044 7017 .50760 

20 .0000 0.2500 3,000 592 5973 .43207 

22 .0333 .2750 3.300 480 5381 .38925 

24 .0667 ,3000 3,600 420 4901 ,35453 

26 . 1000 ,3250 3,900 1140 4481 ,32415 

30 .1667 .3750 4. 500 576 3341 .24168 

32 .2000 .4000 4.800 142 2765 .20001 

34 .2333 .4250 5. 100 432 2623 . 18974 

36 .:2667 .4500 5.400 240 2191 . 15849 

38 .3000 .4750 5.700 496 1951 .14113 

40 ,3333 .5000 6.000 150 1455 . 10525 

42 .3667 .5250 6.300 240 1305 .09440 

44 .4000 ,5500 6.600 128 1065 .07704 

46 .4333 ,5750 6.900 192 937 .06778 

48 .4667 .6000 7.200 30 745 .05389 

50 .5000 .6250 7,500 212 715 . 05172 

52 ,5333 .6500 7.800 48 503 .03639 

54 .5667 .6750 8. 100 192 455 .03291 

56 .6000 ,7000 8.400 68 263 .01902 

58 .6333 . 7250 8,700 36 195 .01411 

62 .7000 . 7750 9,300 64 159 .01150 

64 ,7333 .8000 9.600 9 95 .00687 

66 .7667 .8250 9.900 48 86 .00622 

68 .8000 .8500 10.200 16 38 .00275 

72 .8667 .9000 10.800 9 22 .00159 

74 .9000 .9250 11 . 100 12 13 .03940 

80 1. 0000 1 . 0000 12.000 .04723 
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m = 4, n = 5 

K R w ~ f i:f p 

1 -.2~(00 .0080 . 120 8430 331776 1. 00000 

3 -. 22~00 .0240 .360 10200 323346 ,97459 

5 -.2000 .0400 .600 28960 323146 .94385 

9 -. 1600 .0720 1. 080 28410 284186 .85656 

11 - • 1 ~eOO .0880 1. 320 20560 255776 .77093 

13 -.12!00 . 1040 1. 560 18840 235216 .70896 

17 -.oaoo . 1360 2.040 30180 216376 .65217 

19 -.0600 . 1520 2.280 13480 186196 .56121 

21 - .0~-00 . 1680 2.520 25200 172716 .52058 

25 .0000 .2000 3.000 12290 147516 .44463 

27 . 02!00 .2160 3.240 11800 135226 .40758 

29 .0~-00 .2320 3.480 24480 123426 . 37202 

33 .oaoo .2640 3,960 12580 98946 .29823 

35 . 1000 .2800 4.200 11360 86366 .26031 

37 . 12!00 .2960 4.440 5460 75006 .22607 

41 . 1600 .3280 4.920 15920 69546 .20962 

43 . 1aoo .3440 5. 160 3400 53626 . 16163 

45 .2000 .3600 5.400 9345 50226 . 15139 

49 .24-00 .3920 5.880 5510 40881 . 12322 

51 .2600 .4080 6. 120 4400 35371 . 10661 

53 .2Boo .4240 6.360 5935 30971 .09335 

57 . 32~00 . 4560 6.840 2940 25036 . 07546 

59 .3~f00 .4720 7.080 3920 22096 .06660 

61 .3600 .4880 7.320 3465 18176 .05478 

65 .4000 .5200 7.800 3550 14711 .04434 

67 . 42~00 .5360 8.040 760 11161 .03364 

69 . 4~f00 .5520 8.280 2900 10401 .03135 

73 .4aoo .5840 8.760 1010 7501 .02261 

75 .5000 .6000 9.000 960 6491 .01956 

77 . 52!00 .6160 9.240 1550 5531 .01667 

81 .5600 .6480 9.720 1080 3981 .01200 

83 .5aoo .6640 9,960 680 2901 .00874 

85 .6000 .6800 10.200 410 2221 .00669 

89 .6~-00 .7120 10.680 770 1811 .00546 

table continued on next page 
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table continued 

K R w ~ f I:f p 

91 .6600 .7280 10.920 280 1041 .00314 

93 .6800 .7440 11.160 150 761 .00229 

97 .7200 .7760 11.640 Bo 611 .00184 

99 .7400 .7920 11.880 Bo 531 .00160 

101 .7600 .8080 12. 120 240 451 .00136 

105 .8000 .8400 12.600 100 211 .03636 

107 .8200 .8560 12.840 40 111 .03335 

109 .8400 .8720 13.080 25 71 .03214 

113 .8800 .9040 13,560 30 46 .03139 

117 .9200 ,9360 14.040 15 16 .04482 

125 1. 0000 1. 0000 15.000 1 1 .05301 

-✓ 
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m = 4, n = 6 

K R w XF f Ef p 

0 -.2000 0.0000 0.000 28960 7962624 1.00000 
2 -.1867 . 0111 .200 310080 7933664 .99636 
4 -.1733 .0222 .400 141960 7623584 .95742 
6 -.1600 .0333 .600 522240 7481624 ,93959 
8 -. 1467 .0444 .Boo 240240 6959384 .87401 

10 -.1333 .0556 1.000 438720 6719144 .84384 
12 -.1200 .0667 1 .200 137160 6280424 . 78874 
14 -.1067 .0778 1. 400 738720 6143264 • 77151 
16 -.0933 .0889 1 .600 86580 5404544 .67874 
18 -.0800 .1000 1.800 466140 5317964 .66787 
20 -.0667 • 1111 2.000 283665 4851824 .60932 
22 -.0533 .1222 2.200 256800 4568159 . 57370 
24 -,0400 , 1333 2.400 234840 4311359 .54145 
26 -.0267 .1444 2.600 647130 4076519 ,51196 

30 .0000 . 1667 3.000 359580 3429389 .43069 

32 .0133 .1778 3,200 82980 3069809 .38553 
34 .0267 .1889 3,400 296850 2986829 .37511 

36 .0400 .2000 3.600 169525 2689979 .33783 
38 ,0533 . 2111 3.800 371400 2520454 .31654 
40 .0667 .2222 4.000 114060 2149054 .26989 
42 .0800 .2333 4.200 203280 2034994 .25559 
44 .0933 .2444 4.400 95280 1831714 .23004 
46 .1067 .2556 4.600 169920 1736434 .21807 

48 .1200 .2667 4.800 25440 1566514 .19673 

50 .1333 .2778 5.000 240900 1541074 , 19354 

52 .1467 .2889 5.200 62145 1300174 .16328 

54 .1600 .3000 5.400 228700 1238029 . 15548 

56 .1733 . 3111 5.600 101160 1009329 .12676 

58 .1867 .3222 5.800 47370 908169 .11405 

62 ,2133 .3444 6.200 149280 860799 . 10810 

64 .2267 .3556 6.400 9360 711519 .08936 
66 .2400 ,3667 6.600 122400 . 702159 .08818 
68 ,2533 ,3778 6.800 55020 579759 .07281 

70 .2667 ,3889 7.000 46620 524739 .06590 

table continued on next page 
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table continued 

K R w XF f Ef p 

72 .2800 .4000 7,200 33860 478119 .06005 

74 .2933 . 4 111 7.400 99240 444259 .05579 
76 .3067 .4222 7.600 17280 345019 .04333 

78 ,3200 .4333 7.800 30720 327739 .04116 

80 ,3333 .4444 8.000 14856 297019 .03730 
82 ,3467 .4556 8.200 26910 282163 .03544 
84 .3600 .4667 8.400 22830 255253 ,03206 

86 ,3733 .4778 8.600 50880 232423 .02919 
88 .3867 .4889 8 .Boo 8160 ~ 181543 .02280 

90 .4000 .5000 9.000 39338 173383 .02177 

94 .4267 .5222 9.400 24840 134045 .01683 

96 .4400 ,5333 9.600 5400 109205 .01371 

98 .4533 .5444 9.800 22080 103805 ,01304 

100 .4667 .5556 10.000 5526 81725 .01026 

102 .4800 ,5667 10.200 8160 76199 .00957 
104 .4933 ,5778 10.400 10260 68039 .00854 

106 .5067 .5889 10.600 8850 57779 .00726 

108 .5200 .6000 10.800 3920 48929 .00614 

110 . 5;333 . 6111 11. 000 13344 45009 .00565 

114 .5600 .6333 11. 400 5640 31665 .00398 

116 ,5733 .6444 11. 600 3870 26025 .00327 

118 . 5,867 .6556 11 . 800 3900 22155 .00278 

120 .6000 .6667 12.000 2472 18255 .00229 

122 .6133 .6778 12.200 4110 15783 .00198 

126 .6400 .7000 12.600 4480 11673 .00147 

128 .6533 . 7111 12 .800 240 7193 .03903 

130 .6667 .7222 13,000 1152 6953 . 03873 

132 .6800 .7333 13,200 660 5801 .03729 

134 .6933 .7444 13.400 1980 5141 .03646 

136 .7067 , 7556 13.600 300 3161 .03397 

138 ,7200 .7667 13.800 660 2861 .03359 

140 . 7333 . 7778 14.ooo 312 2201 .03276 

144 .7600 .8000 14.400 100 1889 .03237 

146 .7733 . 8111 14.600 810 1789 .03225 

table continued on next page 
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table continued 

K R w ¾, f I:f p 

148 .7867 .8222 14.800 225 979 .03123 

150 .8000 .8333 15.000 264 754 .04947 

152 .8133 .8444 15.200 120 490 .04615 

154 .8267 .8556 15.400 180 370 .04465 

158 .8533 .8778 15.800 60 190 .04239 

160 .8667 .8889 16.000 36 130 .04163 

162 .8800 .9000 16.200 30 94 .04118 

164 ,8933 • 9111 16.400 45 64 .o58o4 

170 ,9333 .9444 17.000 18 19 .05239 
180 1 .0000 1.0000 18.000 1 1 .06126 
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m = 4, n = 7 

K R w ~ f Ef p 

1 -.1619 .0041 .086 3151680 191102976 1. 00000 

3 -.1524 .0122 .257 3900960 187951396 .98351 

5 -.1429 .0204 .429 10913385 184050336 .96310 

9 -. 1238 .0367 .771 11679045 173136951 .90599 
11 -.1143 .0449 .943 8664180 161457906 .84487 

13 -.1048 .0531 1. 114 8045205 152793726 .79954 
17 -.0857 .0694 1.457 13778800 144748521 .75744 

19 -.0762 .0776 1 .629 6367200 130969721 .68534 
21 -.0667 .0857 1.800 11849670 124602521 .65202 

25 -.0476 .1020 2. 143 6313545 112752851 .59001 

27 .-.0381 . 1102 2.314 6235320 106439306 .55697 

29 -.0286 . 1184 2.486 12976215 100203986 ,52435 

33 -.0095 .1347 2.829 7351470 87227771 .45644 

35 .0000 . 1429 3.000 6796160 79876301 .41798 

37 .0095 .1510 3. 171 3184755 73080141 .38241 

41 .0286 . 1673 3.514 10669750 69895386 . 36575 

43 .0381 .1755 3.686 2437260 59225636 .30991 

45 .0476 .1837 3.857 6778821 56788376 .29716 

49 .0667 .2000 4.200 4324530 50009555 .26169 

51 .0762 .2082 4.371 3554880 45685025 .23906 

53 .0857 .2163 4.543 4906951 42130145 .22046 

57 .1048 .2327 4.886 2733990 37223194 • 19478 

59 .1143 .2408 5.057 3783164 34489204 • 18047 

61 .1238 .2490 5.229 3444714 30706040 .16068 

65 .1429 .2653 5.571 3911005 27261326 . 14265 

67 • 1524 .2735 5.743 890400 23350321 . 12219 

69 . 1619 .2816 5.914 3332448 22459921 . 11753 

73 . 1810 .2980 6.257 1379553 19127473 • 10009 

75 .1905 ,3061 6.429 1446144 17747920 .09287 

77 .2000 ,3143 6.600 2283932 16301776 .08530 

81 .2190 .3306 6.943 2021208 14017844 . 07335 

83 .2286 .3388 7. 114 1314208 11996636 .06278 

85 .2381 .3469 7.286 816060 10682428 .05590 

89 .2571 .3633 7.629 1976401 9866368 .05163 

table continued on next page 
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table continued 

K R w ~ f rr p 

91 .2667 ,3714 7,800 633108 7889967 .04129 

93 .2762 ,3796 7,971 540708 7256859 .03797 

97 .2952 ,3959 8.314 440811 6716151 ,03514 

99 ,3048 .4041 8.486 597408 6275340 .03284 
101 ,3143 .4122 8.657 1303155 5677932 .02971 

105 ,3333 .4286 9.000 628278 4374777 .02289 

107 ,3429 .4367 9. 171 409752 3746499 .01960 

109 ,3524 .4449 9,343 375333 3336747 .01746 

113 ,3714 .4612 9.686 420462 2961414 .01550 

115 .3810 .4694 9,857 179424 2540952 .01330 

117 ,3905 .4776 10.029 421575 2361528 .01236 
121 .4095 .4939 10.371 208383 1939953 .01015 

123 .4190 .5020 10.543 124824 1731570 .00906 

125 .4286 .5102 10.714 330582 1606746 .00841 

129 .4476 ,5265 11.057 258426 1276164 .00668 

131 . 45'71 ,5347 11.229 202496 1017738 .00533 

133 .4667 ,5429 11 . 400 62244 815242 .00427 

137 .4857 ,5592 11. 743 112588 752998 .00394 

139 .4952 . 5673 11.914 71988 640410 .00335 

141 .5048 ,5755 12.086 92106 568422 .00297 

145 ,5238 ,5918 12.429 73038 476316 .00249 

147 ,5333 .6000 12.600 37632 403278 .00211 

149 .5429 .6082 12.771 93212 365646 .00191 

153 .5619 .6245 13.114 58506 272434 .00143 

155 ,5714 .6327 13.286 31584 213928 . 00112 

157 .5810 .6408 13. 457 31143 182344 .03954 

161 .6000 .6571 13.800 46256 151201 .03791 

163 .6095 .6653 13,971 4704 104945 .03549 

165 .6190 .6735 14. 143 14826 100241 .03525 

169 .6381 .6898 14.486 14763 85415 .03447 

171 .6476 .6980 14.657 15708 70652 .03370 

173 .6571 . 7061 14.829 18438 54944 .03288 

177 .6762 .7224 15,171 3360 36506 .03191 

179 .6857 ,7306 15,343 8288 33146 .03173 

table continued on next page 
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table continued 

K R w ~ f I:f p 

181 .6952 .7388 15.514 4557 24858 .03130 

185 . ·n 43 .7551 15.857 5943 20301 .03106 

187 .1:238 .7633 16.029 1260 14358 .04751 

189 -11333 . 7714 16.200 4452 13098 .04685 

193 .11 524 .7878 16.543 609 8646 .04452 

195 .7619 . 7959 16.714 1344 8037 .04421 

197 .1:714 .8041 16 .886 1827 6693 .04350 

201 . 11905 .8204 17 .229 1890 4866 .04255 

203 .aooo .8286 17. 400 728 2976 .04156 

205 .ao95 .8367 17. 571 693 2248 .04118 

209 .B286 .8531 17.914 938 1555 .05814 

213 .a476 .8694 18.257 294 617 .05323 

219 .a162 .8939 18.771 84 323 .. 05169 

221 .B857 .9020 18.943 154 239 .05125 

225 .9048 .9184 19.286 63 85 .06445 

233 .9429 .9510 19.971 21 22 .06115 

245 1. 0000 1. 0000 21.000 1 .08523 
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m = 4, n = 8 

K R ·W ¼ f ~f p 

0 - . 14-29 0.0000 0.000 10913385 4586471424 1. 00000 
2 -.1357 .0062 . 150 122164560 4575558039 .99762 
4 - . 12:86 .0125 .300 57141280 4453393479 .97098 
6 -. 12:14 .0187 .450 213839360 4396252199 ,95853 
8 -.1143 .0250 .600 100027480 4182412839 . 91190 

10 - . 1071 .0312 .750 187046720 4082385359 .89009 
12 - . 1000 .0375 .900 58405760 3895338639 .84931 
14 -.0929 .0437 1 .050 326824960 '3836932879 .83658 
16 -.08,57 .0500 1 .200 38330320 3510108919 .76532 
18 -.0786 .0562 1. 350 214187120 3471777599 ,75696 
20 -.0714 .0625 1. 500 133357056 3257590479 .71026 

22 -.0643 .0687 1 .650 124221440 3124233423 . 68118 

24 -.0571 .0750 1 .800 116049920 3000012983 .65410 
26 -.0500 .0812 1.950 325462144 2883962063 .62880 

30 -.0357 ,0937 2.250 189066752 2558499919 . 55784 
32 - . 02:86 .1000 2.400 44058889 2369433167 ,51661 

34 -.0214 . 1062 2,550 163902312 2325374278 ,50701 

36 -.0143 . 1125 2.700 95567584 2161472966 .47127 

38 -.0071 . 1187 2.850 214183424 2065904382 .45043 
40 .0000 . 1250 3.000 66847060 1851721958 . 40374 
42 .0071 . 1312 3. 150 123546752 1784873898 ,38916 

44 .0143 . 1375 3,300 57948800 1661327146 ,36222 

46 . 0214 . 1437 3,450 107614304 1603378346 ,34959 
48 . 02:86 . 1500 3,600 16535680 1495764042 .32613 

50 .0357 . 1562 3,750 162509424 1479228362 .32252 

52 .0429 . 1625 3,900 43198624 1316718938 .28709 

54 .0500 .1687 4.050 161319872 1273520314 .27767 

56 .0571 . 1750 4.200 74435760 1112200442 .24250 

58 .0643 . 1812 4,350 35039200 1037764682 .22627 

62 .0786 . 1937 4.650 119820288 1002725482 .21863 

64 .08,57 .2000 4.800 7173537 882905194 . 19250 

66 .0929 .2062 4,950 103648048 875731657 . 19094 

68 . 1000 .2125 5. 100 48135584 772083709 . 16834 

70 . 1071 .2187 5.250 43799392 723948025 .15784 

table continued on next page 
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table continued 

K R w ~ f I:f p 

72 .1143 .2250 5.400 31249820 680148633 .14829 

74 . 1214 ,2312 5,550 95900448 648898813 • 14148 

76 .1286 .2375 5.700 17524864 552998365 . 12057 
78 .1357 .2437 5.850 32544512 535473601 . 11675 
80 .1429 .2500 6.000 15414336 502928989 • 10965 
82 • 1500 .2562 6.150 28890008 487514653 . 10629 
84 .1571 .2625 6,300 26188288 458624645 .10000 
86 .1643 .2687 6,450 60618432 432436357 .09429 
88 .1714 .2750 6.600 10799152 371817925 .08107 

90 .1786 .2812 6. 750 51364096 361018773 .07871 
94 · , 1929 .2937 7,050 35221984 309654677 • 06751 
96 

. 
.2000 ,3000 7.200 8019284 274432693 .05984 

98 .2071 ,3062 7.350 33837832 266413409 .05809 
100 .2143 ,3125 7,500 8746752 232575577 .05071 
102 .2214 ,3187 7,650 1311048 223828825 .04880 
104 .2286 ,3250 7,800 17883852 210718777 .04594 
106 .2357 .3312 7.950 16409344 192834925 .04204 

108 .2429 .3375 8.100 6903680 176425581 .03847 

110 .2500 ,3437 8.250 27664448 169521901 ,03696 

114 .2643 ,3562 8,550 15013040 141857453 ,03093 
116 .2714 ,3625 8.700 10560032 126844413 .02766 
118 .2786 ,3687 8.850 9999360 116284381 .02535 
120 .2857 ,3750 9.000 6292160 106285021 .02317 

122 .2929 .3812 9 .150 13789216 99992861 .02180 

126 ,3071 ,3937 9.450 14579936 86203645 .01880 

128 ,3143 .4000 9.600 1046990 71623709 .01562 

130 .3214 .4062 9.750 4117512 70576719 .01539 
132 ,3286 .4125 9,900 3525760 66459207 .01449 

134 ,3357 .4187 10.050 11538688 62933447 .01372 

136 ,3429 .4250 10.200 2866640 51394759 .01121 

138 .3500 .4312 10.350 5451712 48528119 .01058 

140 ,3571 .4375 10,500 2515072 43076407 .00939 
142 .3643 .4437 10.650 2080512 40561335 .00884 

144 .3714 .4500 10.800 1268512 38480823 .00839 

table continued on next page 
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table continued 

K R w ~ f ~f p 

146 ,3786 .4562 10.950 7803600 37212311 .00811 
148 , 3B57 .4625 11 . 100 1054592 29408711 .00641 
150 ,3929 .4687 11 . 250 3993248 28354119 .00618 

152 .4000 .4750 11 . 400 2219168 24360871 .00531 
154 .40'71 .4812 11.550 2769536 22141703 .00483 
158 .4214 .4937 11 . 850 2157568 19372167 .00422 
160 .4286 .5000 12.000 579110 17214599 . 00375 
162 .4357 ,5062 12.150 1975064 16635489 .00368 
164 . 44:29 .5125 12.300 1652000 14660425 .00320 
166 .4500 ,5187 12.450 1662752 13008425 .00284 
168 .4571 ,5250 12.600 625072 11345673 .00247 

170 .46,43 ,5312 12.750 1888096 10720601 .00234 

172 .4714 ,5375 12.900 226688 8832505 .00193 
174 .47B6 ,5437 13.050 1546720 8605817 .00188 

176 .48'.57 ,5500 13.200 241024 7059097 .00154 

178 . 49:29 ,5562 13,350 859264 6818073 .00149 
180 .5000 ,5625 13,500 497120 5958809 .00130 
182 . 50'71 . 5687 13,650 1004640 5461689 .00119 
184 . 51 :43 .5750 13 .800 310128 4457049 .03972 
186 .5214 ,5812 13,950 817152 4146921 .03904 

190 . 53'57 ,5937 14.250 174272 3329769 .03726 

192 . 54:29 .6000 14.400 18270 3155497 . 03688 

194 .5500 .6062 14.550 808328 3137227 .03684 

196 ,5571 .6125 14.700 171808 2328899 .03508 

198 . 56:43 .6187 14.850 351232 2157091 .03470 
200 ,5714 .6250 15.000 193564 1805859 .03394 

202 .57186 .6312 15.150 148064 1612295 .03352 
204 . 58 157 .6375 15,300 115584 1464231 .03319 
206 . 59:29 .6437 15.450 402752 1348647 .03294 
208 .6000 .6500 15.600 36800 945895 .03206 

210 . 60'71 .6562 15,750 108304 909095 .03198 
212 .61:l~3 .6625 15.900 98560 800791 .03175 
214 .6214 .6687 16.050 93408 702231 .03153 
216 .62186 .6750 16.200 95536 608823 .03133 

table continued on next page 
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table continued 

K R w ~ f I:f p 

218 .6357 .6812 16.350 70784 513287 .03112 
222 .6500 .6937 16.650 103072 442503 .04965 
224 .6571 .7000 16.800 16660 339431 .04740 
226 .6643 .7062 16.950 46592 322771 .04704 
228 .6714 .7125 17. 100 12992 276179 .04602 

230 .6786 • 7187 17 .250 82880 263187 .0\74 
232 .6857 .7250 17 .400 10780 180307 .04393 
234 .6929 • 7312 17. 550 45920 169527 .04370 
236 .7000 . 7375 17. 700 14464 123607 .04270 
238 .7071 • 7437 17 .850 19712 109143 .04238 
242 · . 7214 ,7562 18.150 21672 89431 .04195 
244 .7286 .7625 18.300 2912 67759 .04148 

246 ,7357 .7687 18.450 10976 64847 .04141 

248 ,7429 ,7750 18.600 6944 53871 .04117 

250 ,7500 .7812 18,750 12224 46927 .04102 

254 .7643 ,7937 19.050 9184 34703 .05757 
256 ,7714 .8000 19.200 1225 25519 .05556 

258 ,7786 .8062 19,350 3920 24294 .05530 
260 .7857 .8125 19,500 4256 20374 .05444 

262 • 7929 .8187 19.650 2464 16118 .05351 
264 .8000 .8250 19.800 3040 13654 .05298 

266 .8071 .8312 19.950 4928 10614 .05231 

270 .8214 .8437 20.250 1344 5686 .05124 

272 .8286 .8500 20.400 784 4342 .06947 

274 .8357 .8562 20.550 952 3558 .06776 

276 .8429 .8625 20.700 896 2606 .06568 

278 .8500 .8687 20.850 · 704 1710 .06373 
282 .8643 .8812 21.150 448 1006 .06219 

288 .8857 ,9000 21 .600 105 558 .06122 

290 .8929 .9062 21. 750 280 453 .07988 

292 .9000 .9125 21.900 64 173 .07377 
296 .9143 ,9250 22.200 84 109 .07238 

306 .9500 .9562 22.950 24 25 .08545 
320 1. 0000 1. 0000 24.000 1 .09218 
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APPENDIX II 

EXACT DISTRIBUTION OF AVERAGE TAU 

m = 3, n = 3 

L T f Ef p 

-3 -.3333 17 36 1.00000 

1 . 1 111 12 19 . 52778 

5 .5556 6 7 . 19444 

9 1. 0000 1 1 .02778 

m = 3, n = 4 

L T f Ef p 

-6 -.3333 15 216 1 .00000 

-4 -.2222 48 201 .93056 

-2 -.1111 60 153 .70833 

0 0.0000 28 93 .43056 

2 . 1111 6 65 .30093 

4 .2222 24 59 .27315 

6 ,3333 20 35 .16204 

10 .5556 6 15 .06944 

12 .6667 8 9 .04167 

18 1. 0000 1 .00463 

m = 3, n = 5 

L T f Ef p 

-6 -.2000 370 1296 1. 00000 

-2 -.0667 430 926 .71451 

2 .0667 240 496 • 38272 

6 .2000 95 256 . 19753 

10 .3333 100 161 .12423 

14 .4667 30 61 .04707 

18 .6000 20 31 .02392 

22 .7333 10 11 .00849 

30 1. 0000 1 1 . 03772 
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m = 3, n = 6 

L T f I:f p 

-9 -.2000 310 7776 1.00000 

-7 - . 1556 1200 7466 .96013 

-5 -.1111 1680 6266 .80581 

-3 -.0667 825 4586 .58976 

-1 -.0222 300 3761 .48367 

1 .0222 1080 3461 .44509 

3 .0667 900 2381 .30620 

7 . 1556 300 1481 . 19046 

9 .2000 470 1181 .15188 

11 .2444 120 711 .09144 

13 .2889 120 591 .07600 

15 .3333 66 471 .06057 

17 .3778 120 405 .05208 

19 .4222 180 285 .03665 

25 .5556 42 105 .01350 

27 .6000 20 63 .00810 

29 .6444 30 43 .00553 

35 .7778 12 13 .00167 

45 1.0000 1 .03129 
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m = 3, n = 7 

L T f I:f p 

-9 -.1429 9135 46656 1.00000 

-5 -.0794 13440 37521 .80421 

-1 -.0159 8190 24081 .51614 

3 .0476 4641 15891 ,34060 

7 . 1111 5250 11250 .24113 

11 .1746 1764 6000 . 12860 

15 .2381 1540 4236 .09079 

19 .3016 1386 2696 .05778 

23 .3651 252 1310 .02808 

27 .4286 581 1058 .02268 

31 .4921 294 477 .01022 

39 .6190 126 183 .00392 

43 .6825 42 57 .00122 

51 .8095 14 15 .03322 
63 1.0000 1 1 .04214 
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m = 3, n = 8 

L T f 1:f p 

-12 -. 1429 7455 279936 1. 00000 

-10 - . 1190 31920 272481 .97337 
-8 -.0952 47880 240561 .85934 
-6 -.0714 24696 192681 .68830 
-4 -.0476 11200 167985 .60008 

-2 -.0238 39200 156785 .56007 
0 0.0000 33096 117585 .42004 
4 .0476 11620 84489 .30182 
6 .0714 20272 72869 .26031 
8 .0952 7840 52597 .18789 

10 . 1190 7616 44757 . 15988 
12 .1429 3220 37141 . 1 3268 

14 • 1667 7280 33921 .12117 

16 .1905 11648 26641 .09517 
20 .2381 70 14993 .05356 
22 .2619 3696 14923 .05331 
24 .2857 2352 11227 .04011 

26 ,3095 2576 8875 . 03170 
28 ,3333 840 6299 .02250 

30 ,3571 1456 5459 .01950 

32 ,3810 1176 4003 .01430 

36 .4286 476 2827 .01010 

38 .4524 560 2351 .00840 

40 .4762 896 1791 .00640 

42 .5000 120 895 .00320 

46 ,5476 448 775 .00277 

52 .6190 70 327 . 00117 

54 .6429 112 257 .03918 

56 .6667 72 145 .03518 

60 .7143 56 73 .03261 

70 .8333 16 17 .04607 

84 1.0000 .05357 
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m = 3, n = 9 

L T f Lf p 

-12 -.1111 243306 1679616 1. 00000 

-8 -.0741 411768 1436310 .85514 

-4 -.0370 268380 1024542 .60999 
0 0,0000 184940 756162 .45020 
4 .0370 212688 571222 .34009 
8 . 0741 76608 358534 .21346 

12 . 1111 78246 281926 . 16785 
16 .1481 82656 203680 .12127 
20 . 1852 18396 121024 .07205 
24 .2222 41364 102628 .06110 
28 .2593 24066 61264 .03648 

32 .2963 3528 37198 .02215 

36 .3333 14340 33670 .02005 
40 ,3704 8568 19330 .01151 

44 .4074 3024 10762 .00641 

48 .4444 1728 7738 .00461 

52 .4815 3096 6010 .00358 

56 .5185 1512 2914 . 00173 
60 .5556 153 1402 .03835 
64 .5926 648 1249 .03744 
68 .6296 252 601 .03358 

72 .6667 168 349 .03208 

76 . 7037 90 181 .03108 

80 . 7407 72 91 .04542 

92 .8519 18 19 .04113 
108 1 . 0000 .06595 
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m = 3, n = 10 

L T f Ef p 

-15 -.1111 195426 10077696 1.00000 

-13 -.0963 890820 9882270 .98061 

-11 -.0815 1399860 8991450 .89221 

-9 -.0667 749490 7591590 .75331 

-7 -.0519 383040 6842100 .67893 

-5 -.0370 1335600 6459060 .64093 

-3 -.0222 1144080 5123460 .50840 

. 0074 415800 3979380 .39487 

3 .0222 779940 3563580 .35361 

5 .0370 365400 2783640 .27622 

7 .0519 348390 2418240 .23996 

9 .0667 134520 2069850 .20539 
11 .0815 322560 1935330 . 19204 

13 .0963 539280 1612770 . 16003 

17 . 1259 8820 1073490 . 10652 

19 .1407 212400 1064670 . 10565 

21 .1556 143220 852270 .08457 

23 . 1704 138600 709050 .07036 

25 .1852 65520 570450 .05661 

27 .2000 115920 504930 .05010 

29 .2148 72000 389010 .03860 

33 .2444 40200 317010 .03146 

35 .2593 48132 276810 .02747 

37 .2741 80640 228678 .02269 

39 .2889 12615 148038 .01469 

43 .3185 47520 135423 .01344 

45 ,3333 10080 87903 .00872 

49 ,3630 8820 77823 .00772 

51 .3778 18720 69003 .00685 

53 .3926 13140 50283 .00499 

55 .4074 8820 37143 .00369 

57 .4222 7440 28323 .00281 

61 .4519 5760 20883 .00207 

67 .4963 4950 15123 .00150 

table continued on next page 



94 

table continued 

L T f I:f p 

69 . 5111 4200 10173 .00101 

71 .5259 1350 5973 .03593 

75 . 5"556 2400 4623 .03459 

81 .6000 190 2223 .03221 

85 .6296 1152 2033 .03202 

87 .6444 420 881 .04874 

93 .6889 240 461 .04457 

99 .7333 110 221 .04219 

103 .7630 90 111 .04110 

117 .8667 20 21 
I 

.05208 

135 1 .0000 1 .07993 



95 

m = 4, n = 3 
L T f H p 

-6 -.3333 151 576 1.00000 

-2 -.1111 165 425 ,73785 

2 . 1111 135 260 .45139 

6 ,3333 82 125 . 21701 

10 ,5556 33 43 .07465 

14 .7778 9 10 . 01736 

18 1. 0000 .00174 

m = 4, n = ~f 

L T f rf p 

-12 -.3333 99 13824 1. 00000 

-10 -.2778 540 13725 .99284 

-8 -.2222 1368 13185 .95378 

-6 - . 1667 2052 11817 .85482 

-4 -.1111 1929 9765 .70638 

-2 -.0556 1296 7836 .56684 

0 .0000 1120 6540 . 47309 

2 .0556 1332 5420 ,39207 

4 . 1111 1071 4088 .29572 

6 .1667 588 3017 .21824 

8 .2222 624 2429 . 17571 

10 .2778 684 1805 . 13057 

12 ,3333 326 1121 .08109 

14 .3889 180 795 .05751 

16 .4444 288 615 .04449 

18 .5000 156 327 .02365 

20 .5556 21 171 .01237 

22 . 6111 72 150 .01085 

24 .6667 56 78 .00564 

28 .7778 9 22 .00159 

30 .8333 12 13 .03940 

36 1. 0000 .04723 



96 

m = 4, n = 5 

L T f Z:f p 

-12 -.2000 33820 331776 1. 00000 

-8 - . 1333 65640 297956 .89806 

-4 -.0667 68230 232316 . 70022 

0 0.0000 51270 164086 .49457 
4 .0667 36380 112816 .34004 

8 . 1333 28660 76436 .23038 

12 .2000 18455 47776 . 14400 

16 .2667 12170 29321 .08838 

20 ,3333 8075 17151 .05169 
24 .4000 4440 9076 .02736 
28 .4667 2405 4636 .01397 

32 .5333 1330 2231 .00672 

36 .6000 470 901 .00272 

40 .6667 300 431 .00130 

44 . 7333 85 131 .0339, 

48 .8000 30 46 .03139 

52 .8667 15 16 .04482 

60 1. 0000 .05301 



97 

m = 4, n = 6 

L T f Ef p 

-18 -.2000 18400 7962624 1 .00000 

-16 -.1778 128970 7944224 .99769 
-14 -.1556 395670 7815254 .98149 
-12 -. 1333 679740 7419584 .93180 
-10 -.1111 710400 6739844 .84644 

-8 -.0889 554580 6029444 .75722 
-6 -.0667 599175 5474864 .68757 
-4 -.0444 773100 4875689 .61232 

-2 -.0222 628920 4102589 ,51523 

0 0.0000 375420 3473669 .43625 
2 .0222 463260 3098249 ,38910 
4 .0444 532080 2634989 .33092 
6 .0667 302280 2102909 .26410 
8 .0889 213750 1800629 .22614 

10 . 1111 305565 1586879 .19929 
12 • 1333 254430 1281314 .16092 

14 .1556 164280 1026884 . 12896 

16 .1778 141030 862604 • 10833 
18 .2000 132680 721574 .09062 
20 .2222 141300 588894 .07396 
22 .2444 95640 447594 .05621 
24 .2667 43920 351954 .04420 

26 .2889 66495 308034 ,03868 

28 . 3111 65610 241539 ,03033 

30 ,3333 39216 175929 .02209 

32 .3556 29880 136713 .01717 

34 ,3778 18660 106833 .01342 

36 .4000 24600 88173 .01107 

38 .4222 22800 63573 .00798 
40 .4444 5868 40773 .00512 
42 .4667 7710 34905 .00438 

44 .4889 9090 27195 .00342 

46 . 5111 5400 18105 .00227 
48 ,5333 4590 12705 .00160 

table continued on next page 



98 

table continued 

L T f If p 

50 .5556 930 8115 .00102 

52 . 5778 1800 7185 .03902 

54 .6000 2840 5385 .03676 

56 .6222 540 2545 .03320 

58 .6444 465 2005 .03252 
60 .6667 426 1540 .03193 
62 .6889 360 1114 .03140 
64 . 7111 540 754 .04947 
70 .7778 120 214 .04269 

72 .8000 30 94 .04118 

74 .8222 45 64 .o58o4 
80 .8889 18 19 .05239 

90 1 . 0000 .06126 



99 

m = 5, n = 3 

L T f Z:f p 

-10 -.3333 1899 14400 1. 00000 

-6 -.2000 2826 12501 .86812 

-2 -.0667 3051 9675 .67188 
2 .0667 2667 6624 .46000 

6 .2000 1958 3957 .27479 
10 ,3333 1140 1999 . 13882 

14 .4667 564 859 .05965 
18 .6000 219 295 .02049 

22 ,7333 63 76 .00528 
26 .8667 12 13 .03903 
30 1. 0000 .04694 



100 

m = 5, n = 4 

L T f I:f p 

-20 -.3333 771 1728000 1 .00000 

-18 -.3000 6120 1727229 .99955 
-16 -.2667 23940 1721109 .99601 
-14 -.2333 60228 1697169 .98216 

-12 -.2000 107448 1636941 .94730 

-10 -.1667 143076 1529493 .88512 

-8 -.1333 150300 1386417 .80232 

-6 -.1000 139824 1236117 • 71535 
-4 -.0667 135339 1096293 .63443 

-2 -.0333 137592 960954 .55611 
0, 0.0000 128140 823362 .47648 
2 .0333 108420 695222 .40233 
4 .0667 98157 586802 .33958 
6 .1000 94636 488645 .28278 

8 .1333 79956 394009 .22801 

10 . 1667 61680 314053 .18174 

12 .2000 55332 252373 . 14605 

14 .2333 49764 197041 .11403 

16 .2667 35544 147277 .08523 

18 .3000 26544 111733 .06466 

20 .3333 25170 85189 .04930 

22 .3667 18456 60019 .03473 
24 .4000 10388 41563 .02405 

26 .4333 9492 31175 .01804 

28 .4667 8328 21683 .01255 

30 .5000 3964 13355 .00773 

32 .5333 2796 9391 .00543 

34 .5667 3096 6595 .00382 

36 .6000 1397 3499 .00202 

38 .6333 504 2102 .00122 

40 .6667 828 1598 .03925 

42 .7000 444 770 .03446 

44 .7333 45 326 .03189 

46 .7667 144 281 .03163 

table continued on next page 



101 

table continued 

L T f H p 

48 .8000 108 137 .04793 

52 .8667 12 29 .04168 

54 .9000 16 17 .05984 

60 1. 0000 1 1 .06579 



102 

m = 6, n = 3 

L T f I:f p 

-15 -.3333 31711 518400 1. 00000 

-11 -.2444 59931 486689 .93883 

-7 - • 1556 79014 426758 .82322 

-3 -.0667 85365 347744 .67080 

1 .0222 80811 262379 .50613 

5 • 1111 66957 181568 .35025 

9 .2000 48892 114611 .22109 

13 .2889 31761 65719 . 12677 

17 .3778 18393 33958 .06551 

21 .4667 9364 15565 .03003 

2·5 .5556 4101 6201 .01196 

29 .6444 1527 2100 .00405 

33 . 7333 455 573 .00111 

37 .8222 102 118 .03228 

41 • 9111 15 16 .04309 

45 1 .0000 1 1 .05193 




