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Abstract. We introduce a notion of bisimulation for contingency logic
interpreted on neighbourhood structures, characterise this logic as
bisimulation-invariant fragment of modal logic and of first-order logic,
and compare it with existing notions in the literature.

1 Introduction

A proposition is non-contingent if it is necessarily true or necessarily false, and
otherwise it contingent. The notion of (non-)contingency goes back to Aristotle
[1]. The modal logic of contingency goes back to Montgomery and Routley [14].
They captured non-contingency by an operator Δ such that Δϕ means that
formula ϕ is non-contingent (and where ∇ϕ means that ϕ is contingent). In an
epistemic modal logic, ‘ϕ is non-contingent’ means that you know whether ϕ,
and ‘ϕ is contingent’ means that you are ignorant about ϕ [8,10,18]. Contin-
gency is definable with necessity: Δϕ is definable as �ϕ ∨ �¬ϕ. But necessity
cannot always be defined with non-contingency. The definability of � with Δ has
been explored in various studies [7,14,16]. In [7] the almost-definability schema
∇ψ → (�ϕ ↔ (Δϕ∧Δ(ψ → ϕ))) is proposed — as long as there is a contingent
proposition ψ, � is definable with Δ; which inspired a matching notion of con-
tingency bisimulation: back and forth only apply when non-bisimilar accessible
worlds exist.

Schemas such as Δ(ϕ ∧ ψ) → (Δϕ ∧ Δψ) are invalid for the non-contingency
operator. The operator Δ is therefore not monotone, and the logic of contingency
is not a normal modal logic. Non-normal logics are standardly interpreted on
neighbourhood models [2,13,17]. Fan and Van Ditmarsch proposed in [6] to
interpret the contingency operator on neighbourhood models. They left as an
open question what a suitable notion of contingency bisimulation would be over
neighbourhood models. We answer this question here.

We introduce a notion of neighbourhood Δ-bisimilarity, inspired by the
semantics of the Δ-modality and [9], where different notions of structural invari-
ance among neighbourhood models were studied. By way of augmented neigh-
bourhood models and their correspondence to Kripke models we can provide a
detailed comparison to the bisimulations of [7]. We show that the two notions
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differ at the level of relations, but the ensuing bisimilarity notions coincide. Fur-
thermore, we investigate the notions of Δ-morphisms and Δ-quotients and prove
some analogues of results from [9]. These are instrumental in proving our two
characterisation theorems (similar to [7, Theorems 4.4 and 4.5]): neighbourhood
contingency logic is the Δ-bisimulation invariant fragment of classical modal
logic, and of first-order logic.

Section 2 provides preliminaries. Section 3 recalls contingency logic over
Kripke models and introduces different perspectives on relational contingency
bisimulation. Section 4 introduces neighbourhood contingency bisimulation and
studies its properties, and it is followed by the characterisation results in Sect. 5.
The concluding Sect. 6 reflects on the relevance of our work and indicates future
directions. Due to space limitations, some proofs have been omitted. They will
be included in the extended version.

2 Coherence

We assume that the reader is familiar with the standard notions of sets, functions
and relations. The following is merely to recall notation and to introduce the
crucial notion of coherence. Given U ⊆ X, we denote by U c the complement of
U in X. The disjoint union of two sets X1 and X2 is denoted by X1 + X2 and
the inclusion maps by ιi : Xi → X1 + X2, i = 1, 2. Given a function f : X → Y ,
the f -image of U ⊆ X is f [U ] = {f(x) ∈ Y | x ∈ U}, and the inverse f -
image of V ⊆ Y is f−1[V ] = {x ∈ X | f(x) ∈ V }. The graph of f is the
relation Gr(f) = {(x, f(x)) ⊆ X × Y | x ∈ X}. The kernel of f is the relation
ker(f) = {(x, y) ∈ X × X | f(x) = f(y)}. Let R ⊆ X × Y be a relation. The
R-image of U ⊆ X is the set R[U ] = {y ∈ Y | ∃x ∈ U : (x, y) ∈ R}, and the
inverse R-image of V ⊆ Y is R−1[V ] = {x ∈ X | ∃y ∈ V : (x, y) ∈ R}.

Given a relation R ⊆ X × Y , the converse of R is written R−1 ⊆ Y × X, the
composition of R and S ⊆ Y × Z is R;S ⊆ X × Z. For the reflexive, symmetric,
and transitive closure we employ, respectively, Rr, Rs, and R+ such that the
equivalence closure can be defined as Re = ((Rr)s)+. If R is an equivalence
relation, we often write [x]R (or simply [x]) instead of R(x).

Definition 1 (R-coherent pairs). Let R ⊆ X × Y be a relation, U ⊆ X
and V ⊆ Y . The pair (U, V ) is R-coherent if R[U ] ⊆ V and R−1[V ] ⊆ U , or
equivalently, for all (x, y) ∈ R, x ∈ U iff y ∈ V . Given a relation R ⊆ X × X,
we say that U ⊆ X is R-closed if (U,U) is R-coherent.

Note that if R is reflexive and (U,U ′) is R-coherent, then U = U ′.

3 Contingency Logic

In this section we introduce basic modal logic and contingency logic on Kripke
models, and contingency bisimulation following [7,8]. We also compare that to
a novel notion of relational contingency bisimulation in terms of coherence.



50 Z. Bakhtiari et al.

Definition 2 (Languages). Let AtProp be a set of atomic propositions. The
languages L� and LΔ are generated by the following grammars:

L� 
 ϕ :: = p ∈ AtProp | ¬ϕ | ϕ ∧ ϕ | �ϕ
LΔ 
 ϕ :: = p ∈ AtProp | ¬ϕ | ϕ ∧ ϕ | Δϕ

The other Boolean connectives ⊥,�, ∨ and ↔ are defined in the usual way.

The formula �ϕ should be read as “ϕ is necessarily true”, and the formula Δϕ
as “ϕ is non-contingent”. The language LΔ can be viewed as a fragment of L�
via an inductively defined translation (−)t : LΔ → L� with only non-trivial
clause (Δϕ)t = �ϕt ∨ �¬ϕt.

Definition 3 (Kripke models). A (Kripke) frame is a pair F = (S,R) where
S is a set (of states), and R ⊆ S ×S is an accessibility relation. A Kripke model
is a triple M = (S,R, V ) where (S,R) is a frame and where V : AtProp → P(S)
is a valuation. Given ,∈ S, a pair (M, s) is a pointed model.

Definition 4. Let M = (S,R, V ) be a Kripke model, and s ∈ S. The interpre-
tation of formulas from L� and LΔ is defined inductively in the usual manner:

M, s |= p iff s ∈ V (p)
M, s |= ϕ ∧ ψ iff M, s |= ϕandM, s |= ψ
M, s |= ¬ϕ iff M, s |= ϕ
M, s |= �ϕ iff for all t ∈ R(s) : M, t |= ϕ
M, s |= Δϕ iff for all t1, t2 ∈ R(s) : (M, t1 |= ϕ ⇔ M, t2 |= ϕ).

where p ∈ AtProp. We say that (M, s) and (M ′, s′) are modally LΔ-equivalent
(notation: (M, s) ≡Δ (M ′, s′)) if for all ϕ ∈ LΔ, M, s |= ϕ iff M ′, s′ |= ϕ.

For all Kripke models M , states s in M , and all ϕ ∈ LΔ, M, s |= ϕ iff M, s |= ϕt.
We assume the reader is familiar with standard relational bisimulations (for

�). In [7], Fan, Wang and Van Ditmarsch defined a weaker notion (for Δ) which
we refer to as o-Δ-bisimulation for “original Δ-bisimulation”.

Definition 5 (o-Δ-bisimulation [7]). Let M = (S,R, V ) be a Kripke model.
A relation Z ⊆ S × S is an o-Δ-bisimulation on M , if whenever (s, s′) ∈ Z:
(Atoms) s and s′ satisfy the same propositional variables;
(Δ−Zig) for all t ∈ R(s), if there are t1, t2 ∈ R(s) such that (t1, t2) /∈ Z, then
there is a t′ ∈ R(s′) such that (t, t′) ∈ Z;
(Δ−Zag) for all t′ ∈ R(s′), if there are t′1, t

′
2 ∈ R(s′) such that (t′1, t

′
2) /∈ Z, then

there is a t ∈ R(s) such that (t, t′) ∈ Z.
We write (M, s)≈on

Δ (M, s′), if there is an o-Δ-bisimulation on M that con-
tains (s, s′). Two pointed models (M, s) and (M ′, s′) are o-Δ-bisimilar, written
(M, s)≈Δ(M ′, s′), if (M + M ′, ι1(s))≈on

Δ (M + M ′, ι2(s′)), i.e., there is an o-Δ-
bisimulation on the disjoint union of M and M ′ linking (the injection images
of) s and s′.
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Note that (M, s) ≈Δ (M ′, s′) is not witnessed by a relation Z ⊆ S ×S′ since,
by definition, o-Δ-bisimulation relations always live on a single model.

We introduced the notation ≈on
Δ , since, a priori, it is not clear whether

(M, s) ≈on
Δ (M, s′) iff (M, s) ≈Δ (M, s′). At the end of this section (Propo-

sition 4), we will see that, in fact, this is true, and hence we could dispense with
the notation ≈on

Δ , but for now we keep writing ≈on
Δ for clarity.

Given a model M , we will also view ≈on
Δ as the relation on the state space

of M that contains all pairs (s, s′) such that (M, s) ≈on
Δ (M, s′). In order to

compare o-Δ-bisimilarity with our later notion (in Definition 6), we need the
following result.

Proposition 1. For all Kripke models M , the relation ≈on
Δ on M is an equiv-

alence relation, and itself an o-Δ-bisimulation on M .

Proposition 1 follows from the stronger result that o-Δ-bisimilarity is an
equivalence relation over the class of all pointed Kripke models [4,5]. This is quite
non-trivial to prove, since o-Δ-bisimulations are not closed under composition
(Example 1). Our proof relies on a number of closure properties. We must omit
details due to space limitations.

Lemma 1. The set of o-Δ-bisimulation relations on a Kripke model M is closed
under taking unions, converse, and transitive symmetric closure.

It is now easy to prove Proposition 1 using the closure properties of Lemma 1.
Proof of Proposition 1. By definition, the relation ≈on

Δ on M is the union of all o-
Δ-bisimulations on M , and hence the largest one. Reflexivity of ≈on

Δ follows since
the identity relation is an (o-Δ-)bisimulation. Symmetry follows from closure
under converse. For transitivity, we use that the composition of two bisimulations
is contained in the transitive symmetric closure of their union, which is again a
bisimulation.

On (relational) �-bisimilarity and o-Δ-bisimilarity it is known that �-
bisimilarity implies o-Δ-bisimilarity, but not vice versa [7, Proposition 3.4]; o-
Δ-bisimilarity implies LΔ-equivalence [7, Proposition 3.5], whereas the converse
only holds over saturated Kripke models [7, Proposition 3.9]; An L�-formula is
equivalent to an LΔ-formula iff it is invariant under o-Δ-bisimulation [7, Theo-
rem 4.4]. A first-order formula is equivalent to an LΔ-formula iff it is invariant
under o-Δ-bisimulation [7, Theorem 4.5]. o-Δ-bisimilarity is an o-Δ-bisimulation
[7, Proposition 3.13].

The notion of contingency bisimulation for neighbourhood models using
coherent sets, introduced later in Definition 9, has a natural analogue for Kripke
models. The definition is derived from the semantics of the Δ-modality.

Definition 6 (rel-Δ-bisimulation). Let M = (S,R, V ) and M ′ = (S′, R′, V ′)
be Kripke models. A relation Z ⊆ S × S′ is a rel-Δ-bisimulation (for relational
Δ-bisimulation) between M and M ′, if whenever (s, s′) ∈ Z:
(Atoms) s and s′ satisfy the same propositional variables;
(Coherence) for all Z-coherent pairs (U,U ′):

(R(s) ⊆ U or R(s) ⊆ U c) iff (R′(s′) ⊆ U ′ or R′(s′) ⊆ U ′c)
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We write (M, s) ∼betw
Δ (M ′, s′), if there is a rel-Δ-bisimulation between M

and M ′ that contains (s, s′). A rel-Δ-bisimulation on a model M is a rel-
Δ-bisimulation between M and M . We define the notion of rel-Δ-bisimilarity
between states in potentially different models via the disjoint union (analogously
to the notion of o-Δ-bisimilarity): Two pointed models (M, s) and (M ′, s′) are
rel-Δ-bisimilar, written (M, s) ∼Δ (M ′, s′), if (M + M ′, ι1(s)) ∼betw

Δ (M +
M ′, ι2(s′)), i.e.,. if there is a rel-Δ-bisimulation on M + M ′ that contains
(ι1(s), ι2(s′)).

In Proposition 4 we will see that over a single model ∼betw
Δ and ∼Δ coincide,

but in general they differ. At first it would seem more natural to define rel-Δ-
bisimilarity between pointed models as ∼betw

Δ . However, the following Example 1
(item 4) shows that this notion is too restrictive. The example also shows that,
in general, rel-Δ-bisimulations are different from o-Δ-bisimulations.

Example 1. Consider the four figures (and matching items below) where we
assume a single variable p to be false in all states of all models, except in figure
4 where p is true at s and t.

s t u

s1 s2 t1

M M ′ M ′′

1

Z1 Z2

Z1

Z1

s t

s1 s2

M,Z1

2

Z1

Z1

Z1

s t

s1 s2

M,Z2

3

Z2

Z2

s t

s1 s2

M1 M2

4

1 The composition of two o-Δ-bisimulations may not be an o-Δ-
bisimulation. Z1 and Z2 are o-Δ-bisimulations, but not Z1;Z2 = {(s, u)}, as
Δ-Zig fails.

2 A rel-Δ-bisimulation may not be an o-Δ-bisimulation. Z1 is not an o-Δ-
bisimulation, since Δ-Zig fails for (s, t) ∈ Z1. However, Z1 is a rel-Δ-bisimulation
on M . The Z1-coherent pairs are: ({s, s1, s2}, U ′) and (S,U ′) for all U ′ with
t ∈ U ′, ({t}, U ′) for all U ′ with t /∈ U ′, and (∅, ∅). Since R(s1) = R(s2) =
R(t) = ∅, (Coherence) for (s1, t) and (s2, t) is satisfied. For (s, t), e.g., for
({s, s1, s2}, {t}): R(s) = {s1, s2} ⊆ {s, s1, s2} and R(t) = ∅ ⊆ {t}, and for
({t}, {s1}): R(s) = {s1, s2} ⊆ {t}c and R(t) = ∅ ⊆ {s1}.

3 An o-Δ-bisimulation may not be a rel-Δ-bisimulation. Z2 is an o-Δ-
bisimulation, but not a rel-Δ-bisimulation, since ({s1}, {s2}) is Z2-coherent,
(s, t) ∈ Z2, and ∅ = R(t) ⊆ {s2}, but R(s) � {s1} and R(s) � {s1}c.

4 A rel-Δ-bisimulation on a disjoint union, but not between disjoints. The
pictured relation is a rel-Δ-bisimulation on M1 + M2, but there is no rel-Δ-
bisimulation between M1 and M2 linking s and t. The only candidate is {(s, t)},
but the coherent pair ({s, s1}, {t}) does not satisfy (Coherence). So (M1 +
M2, ι1(s)) ∼betw

Δ (M1 + M2, ι2(t)), but not (M1, s) ∼betw
Δ (M2, t).
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Although the two notions of contingency bisimulations differ at the level of
relations, we can show that rel-Δ-bisimilarity coincides with o-Δ-bisimilarity.
We will need the following lemma.

Lemma 2. Let M = (S,R, V ) be a Kripke model, and assume that Z ⊆ S×S is
an equivalence relation. Z is an o-Δ-bisimulation iff Z is a rel-Δ-bisimulation.

Proof. First, suppose Z is an o-Δ-bisimulation and (s, s′) ∈ Z. Since Z is an
equivalence relation, we need to show that for all Z-closed subsets U ,

(R(s) ⊆ U or R(s) ⊆ U c) iff (R(s′) ⊆ U or R(s′) ⊆ U c) (1)

To see that (1) holds, let R(s) ⊆ U or R(s) ⊆ U c, where U is Z-closed. Suppose
towards a contradiction that R(s′) ∩ U = ∅ and R(s′) ∩ U c = ∅. Then, there
are t1, t2 ∈ R(s′) such that t1 ∈ U and t2 ∈ U c. Since U is Z-closed, (t1, t2) /∈
Z. By applying Δ-Zag, there are s1, s2 ∈ R(s) such that (s1, t1), (s2, t2) ∈ Z.
From R(s) ⊆ U or R(s) ⊆ U c, we obtain t1, t2 ∈ U or t1, t2 ∈ U c, which is a
contradiction. Therefore, R(s′) ⊆ U or R(s′) ⊆ U c. The other direction of (1)
may be checked in a similar way.

Now, assume that Z is a rel-Δ-bisimulation, and let (s, s′) ∈ Z. (Atoms)
is immediate. For Δ-Zig, assume t, t1, t2 ∈ R(s) such that (t1, t2) /∈ Z. Suppose
towards a contradiction that there is no t′ ∈ R(s′) such that (t, t′) ∈ Z, then
Z(t) ∩ R(s′) = ∅ and hence R(s′) ⊆ (Z(t))c. As Z(t) is Z-closed and Z is a
rel-Δ-bisimulation we get by (Coherence) that R(s) ⊆ Z(t) or R(s) ⊆ (Z(t))c.
But R(s) ⊆ Z(t) is false since (t1, t2) /∈ Z, and R(s) ⊆ (Z(t))c is also false since
t ∈ R(s)∩Z(t). Hence we have a contradiction and conclude that Z satisfies the
Δ-Zig condition. By a similar argument Z satisfies Δ-Zig.

We have the following analogue of Proposition 1, and it can be proved in a
similar way (via closure properties). We omit a proof due to space limitations.

Proposition 2. For all Kripke models M , the relation ∼betw
Δ on M is the largest

rel-Δ-bisimulation on M , and it is is an equivalence relation on S.

It follows from Propositions 1 and 2, and Lemma 2 that the two notions of
contingency bisimilarity coincide.

Proposition 3. Let M and M ′ be Kripke models.

1. For all s, t in M : (M, s) ≈on
Δ (M, t) iff (M, s) ∼betw

Δ (M, t).
2. For all s in M and s′ in M ′: (M, s) ≈Δ (M ′, s′) iff (M, s) ∼Δ (M ′, s′).

Recall that [4,5] proved that over the class of all pointed Kripke models,
o-Δ-bisimilarity ≈Δ is an equivalence. Due to Proposition 3(2), it follows that
also rel-Δ-bisimilarity ∼Δ an equivalence.

Finally, we show that we could dispense with the notation ≈on
Δ as item 1 of

the next proposition ensures that no ambiguity can arise when writing (M, s) ≈Δ

(M, s′). We also clarify the similar question regarding ∼betw
Δ and ∼Δ.
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Proposition 4. For all Kripke models M and M ′:
1. (M, s) ≈on

Δ (M, s′) iff (M, s) ≈Δ (M, s′).
2. (M, s) ∼betw

Δ (M, s′) iff (M, s) ∼Δ (M, s′).
3. (M, s) ∼betw

Δ (M ′, s′) implies (M, s) ∼Δ (M ′, s′). The implication is strict.

Proof. Item 1. (⇒): If Z is an o-Δ-bisimulation on M , then it is easy to prove
that Y := {(ι1(s), ι2(t)) | (s, t) ∈ Z} is a o-Δ-bisimulation on M + M .

(⇐): Let Y be an o-Δ-bisimulation on M +M . Define Z := {(s, s′) ∈ S ×S |
∃i, j ∈ {1, 2} : (ιi(s), ιj(s′)) ∈ Y }. To prove Δ-Zig for Z, suppose (s, s′) ∈ Z
and t, t1, t2 ∈ R(s) such that (t1, t2) /∈ Z. This implies that ιi(t), ιi(t1), ιi(t2) ∈
Ri(ιi(s)), and there are i, j ∈ {1, 2} such that (ιi(s), ιj(s′)) ∈ Y , and by defi-
nition of Z, (ιi(t1), ιi(t2)) /∈ Y . By Δ-Zig for Y , there are ιj(t′), ιj(t′1), ιj(t

′
2) ∈

Rj(ιj(s′)) such that (ιi(t), ιj(t′)), (ιi(t1), ιj(t′1)), (ιi(t2), ιj(t
′
2)) ∈ Y . Hence t′ ∈

R(s′) and (t, t′), (t1, t′1), (t2, t
′
2) ∈ Z, which proves Δ-Zig. Δ-Zag can be proved

in a similar manner.
Item 2. (M, s) ∼betw

Δ (M, s′) ⇐⇒ (M, s) ≈on
Δ (M, s′) Proposition 3(2)

⇐⇒ (M, s) ≈Δ (M, s′) (Item 1)
⇐⇒ (M, s) ∼Δ (M, s′) Proposition 3(1)

Item 3. The implication can be proved using Lemma 3 and Proposition 5
of the next section. The converse fails since item 4 of Example 1 shows models
(M1, s) and (M2, t) such that (M1, s) ∼Δ (M2, t), however, we do not have
(M1, s) ∼betw

Δ (M2, t).

4 Neighbourhood Semantics of Contingency Logic

In this section we recall the neighbourhood semantics of LΔ from [8], and then
we proceed to introduce the notion of Δ-bisimulation between neighbourhood
models, and investigate its properties.

Definition 7 (Neighbourhood models). A neighbourhood frame is a pair
(S, ν) where S is a set of states and ν : S → P(P(S)) is a neighbourhood
function which assigns to each s ∈ S its collection ν(s) of neighbourhoods. A
neighbourhood model is a triple M = (S, ν, V ) where (S, ν) is a neighbourhood
frame and V : AtProp → P(S) is a valuation. A neighbourhood morphism
between M = (S, ν, V ) and M ′ = (S′, ν′, V ′) is a function f : S → S′ such that
(i) for all p ∈ AtProp, s ∈ V (p) iff f(s) ∈ V ′(p), and (ii) for all subsets U ⊆ S′,
f−1(U) ∈ ν(s) iff U ∈ ν′(f(s)).

Neighbourhood morphisms are the neighbourhood analogue of bounded mor-
phisms, and they indeed preserve truth of L�-formulas [9, Lemma 2.6], and
hence also of LΔ-formulas. The semantics of L� ∪LΔ-formulas is given below in
Definition 8.

In what follows, we will also use disjoint unions (or coproducts) of neigh-
bourhood models. We recall the definition from [9, Definition 2.9]. Let M1 =
(S1, ν1, V1) and M2 = (S2, ν2, V2) be two neighbourhood models. Their dis-
joint union M1 + M2 is the model M = (S, ν, V ) where S = S1 + S2,
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V (p) = ι1[V1(p)] ∪ ι2[V2(p)], and for all U ⊆ S1 + S2, all i = 1, 2, and all si ∈ Si:
U ∈ ν(ιi(si)) iff ι−1

i [Si] ∈ νi(si). Being a bit sloppy and omitting explicit use of
inclusion maps, this condition can be stated as: U ∈ ν(si) iff U ∩ Si ∈ νi(si).
The definition of ν ensures that the inclusion maps ιi : Si → S1 + S2 are neigh-
bourhood morphisms, and hence preserve truth of L� ∪ LΔ-formulas.

Definition 8 (Neighbourhood Semantics of Contingency Logic). Given
a neighbourhood model M = (S, ν, V ). The interpretation of formulas from L�
and LΔ in M is defined inductively for atomic propositions and Boolean connec-
tives as usual. Truth of modal formulas is given by,

M, s |= �ϕ iff [[ϕ]]M ∈ ν(s)
M, s |= Δϕ iff [[ϕ]]M ∈ ν(s) or [[ϕ]]cM ∈ ν(s).

where [[ϕ]]M = {s ∈ S | M, s |= ϕ} denotes the truth set of ϕ in M . We write
(M, s) ≡Δ (M ′, s′) if (M, s) and (M ′, s′) satisfy the same LΔ-formulas.

Again, it is clear that over neighbourhood models we can view LΔ as a
fragment of L�, since for all neighbourhood models M , all states s in M , and
all ϕ ∈ LΔ, M, s |= ϕ iff M, s |= ϕt.

Augmented Neighbourhood Models. Neighbourhood semantics can be seen as a
generalization of Kripke semantics, since every Kripke model can be turned into
a pointwise equivalent neighbourhood model, cf. [2, Theorem 7.9]. For a Kripke
model K = (S,R, V ), define nbh(K) = (S, νR, V ) where νR(s) = {X ⊆ S |
R(s) ⊆ X}. It is straightforward to check that for all ϕ ∈ L� ∪ LΔ,

K, s |= ϕ iff nbh(K), s |= ϕ. (2)

A neighbourhood model (S, ν, V ) is augmented (cf. [2]) if all neighbourhood
collections are closed under supersets and under arbitrary intersections, that is,
for all s ∈ S, if U ∈ ν(s) and U ⊆ U ′ ⊆ S, then U ′ ∈ ν(s); and

⋂
νR(s) ∈ νR(s).

For an augmented M = (S, ν, V ), define a Kripke model krp(M) = (S,R, V ) by
taking R(s) =

⋂
ν(s). Again, M and krp(M) are pointwise equivalent, and we

have nbh(krp(M)) = M and krp(nbh(K)) = K. Thus, Kripke models are in 1-1
correspondence with augmented neighbourhood models.

In [8, Theorem 19], the logic CL was shown to be sound and strongly complete
with respect to the class of Kripke frames. From Eq. (2) it follows immediately
that CL is sound and strongly complete with respect to the class of augmented
neighbourhood frames. This question was left open in [6].

We now define the notion of Δ-bisimulation between neighbourhood models.
The idea of this definition was inspired by the definition of precocongruences in
[9] and the neighbourhood semantics of the Δ-modality.

Definition 9 (nbh-Δ-bisimulation). Let M = (S, ν, V ) and M ′ =
(S′, ν′, V ′) be neighbourhood models. A relation Z ⊆ S × S′ is a nbh-Δ-
bisimulation (for “neighbourhood Δ-bisimulation”) if for all (s, s′) ∈ Z, the
following hold:
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(Atoms) s and s′ satisfy the same atomic propositions.
(Coherence) for all Z-coherent pairs (U,U ′):

U ∈ ν(s) or U c ∈ ν(s) iff U ′ ∈ ν′(s′) or U ′c ∈ ν′(s′).

We write (M, s) ∼betw
Δ (M ′, s′), if there is a nbh-Δ-bisimulation between M

and M ′ that contains (s, s′). A nbh-Δ-bisimulation on a model M is a nbh-Δ-
bisimulation between M and M . Two pointed models (M, s) and (M ′, s′) are nbh-
Δ-bisimilar, written (M, s) ∼Δ (M ′, s′), if (M+M ′, ι1(s)) ∼betw

Δ (M+M ′, ι2(s′)),
i.e., if there is a nbh-Δ-bisimulation on M + M ′ that contains (ι1(s), ι2(s′)).

The following proposition shows that there is no conflict between the notions
of nbh-Δ-bisimulations and rel-Δ-bisimulations for augmented models. This
allows us to simply speak of Δ-bisimulations, and it justifies the overloading
of the notation ∼Δ.

Proposition 5. A relation Z is a rel-Δ-bisimulation between Kripke models M
and M ′ if and only if Z is a nbh-Δ-bisimulation between nbh(M) and nbh(M ′).
Consequently,

1. (M, s) ∼betw
Δ (M ′, s′) iff (nbh(M), s) ∼betw

Δ (nbh(M ′), s′).
2. (M, s) ∼Δ (M ′, s′) iff (nbh(M), s) ∼Δ (nbh(M ′), s′).

Proof. Item 1 is straigtforward to prove using the correspondence between
Kripke models and augmented neighbourhood models. Item 2 can be proved
using item 1 and the isomorphism nbh(M + M ′) ∼= nbh(M) + nbh(M ′), which
is easy to verify.

Over arbitrary pointed neighbourhood models, ∼betw
Δ is strictly contained in

∼Δ, but on a single neighbourhood model they coincide.

Lemma 3. For all pointed neighbourhood models (M, s) and (M ′, s′):

1. (M, s) ∼betw
Δ (M ′, s′) implies (M, s) ∼Δ (M ′, s′). The implication is strict.

2. (M, s) ∼betw
Δ (M, s′) iff (M, s) ∼Δ (M, s′).

Proof. Item 1. One can show that if Z is a nbh-Δ-bisimulation between M1 and
M2, then the embedding ι(Z) = {(ι1(s1), ι2(s2)) | (s1, s2) ∈ Z} is a nbh-Δ-
bisimulation on M1 + M2 = (S, ν, V ). The implication is strict due to Exam-
ple 1 (item 4) and Proposition 5.

Item 2. (⇒) follows from item 1. To prove (⇐), assume that Y is a nbh-Δ-
bisimulation on M + M . We show that Z := {(s, t) ∈ S × S | ∃i, j ∈ {1, 2} :
(ιi(s), ιj(t)) ∈ Y } is a nbh-Δ-bisimulation on M . First, note that for all s ∈ S,
U ⊆ S, and all i ∈ {1, 2}: ιi(s) ∈ ι1[U ] ∪ ι2[U ] iff s ∈ U .

(Atoms): Let (s, t) ∈ Z witnessed by (ιi(s), ιj(t)) ∈ Y where i, j ∈ {1, 2}.
Since Y satisfies (Atoms), we have ιi(s) ∈ ι2[V (p)]∪ι1[V (p)] iff ιj(t) ∈ ι1[V (p)]∪
ι2[V (p)], and hence s ∈ V (p) iff t ∈ V (p).

(Coherence): We first note that if the pair (U, V ) is Z-coherent, then
(ι1[U ]∪ι2[U ], ι1[V ]∪ι2[V ]) is Y -coherent. Namely, take any pair (ιi(s), ιj(t)) ∈ Y .
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By definition of Z, it follows that (s, t) ∈ Z. We now have ιi(s) ∈ ι1[U ] ∪ ι2[U ]
iff s ∈ U iff (by Z-coherence) t ∈ V iff ιj(t) ∈ ι1[V ] ∪ ι2[V ]. Furthermore, it is
straightforward to show that for all s ∈ S, all U ⊆ S, and all i ∈ {1, 2}:

U ∈ ν(s) ⇐⇒ (ι1[U ] ∪ ι2[U ]) ∈ ν′(ιi(s)) (3)
U c ∈ ν(s) ⇐⇒ (ι1[U ] ∪ ι2[U ])c ∈ ν′(ιi(s)) (4)

Coherence for Z now follows easily from (3), (4) and coherence for Y .

We state another basic fact about Δ-bisimilarity which can be proved using
closure properties as for Proposition 1.

Proposition 6. For all neighbourhood models M , the Δ-bisimilarity relation
∼Δ on M is itself a Δ-bisimulation and an equivalence relation.

As desired, Δ-bisimilar states cannot be distinguished with the LΔ-language.

Proposition 7. For all pointed neighbourhood models (M1, s1) and (M2, s2), if
(M1, s1) ∼Δ (M2, s2) then (M1, s1) ≡Δ (M2, s2).

Proof. (M1, s1) ∼Δ (M2, s2) iff (M1 +M2, ι1(s1)) ∼betw
Δ (M1 +M2, ι2(s2)). Since

the inclusion morphisms preserve truth, we have for all LΔ-formulas ϕ that
M1, s1 |= ϕ iff (M1+M2), ι1(s1) |= ϕ, and similarly for M2, s2. Hence it suffices
to prove that for all models M , (M, s) ∼betw

Δ (M, s′) implies (M, s) ≡Δ (M, s′).
So assume that Z is a Δ-bisimulation on a model M . We prove that for all

formulas ϕ ∈ LΔ and all (s, s′) ∈ Z, M, s |= ϕ iff M, s′ |= ϕ, by induction on
ϕ. The base case ϕ = p holds by (Atoms). The Boolean cases are routine, so
lets turn to the case where ϕ = Δψ. By induction hypothesis, we have for all
(x, y) ∈ Z, x ∈ [[ψ]]M iff y ∈ [[ψ]]M . That is, the pair ([[ψ]]M , [[ψ]]M ) is Z-coherent.
As Z is a Δ-bisimulation, it follows that for all (s, s′) ∈ Z, ([[ψ]]M ∈ ν(s) or
[[ψ]]cM ∈ ν(s)) iff ([[ψ]]M ∈ ν′(s′) or [[ψ]]cM ∈ ν′(s′)), that is, M, s |= Δψ iff
M, s′ |= Δψ.

As with the standard notions of Kripke and neighbourhood bisimula-
tions, LΔ-equivalence does not always imply Δ-bisimilarity. Neither does LΔ-
equivalence imply o-Δ-bisimilarity as shown in [7, Example 3.10]. The same
example shows that also LΔ-equivalence, does not imply nbh-Δ-bisimilarity due
to Propositions 3(2) and 5(2). However, a converse to Proposition 7 can be proved
for an appropriate notion of saturated models following a similar line of reasoning
as in [9, Sect. 4.1]. To this end, we introduce Δ-morphisms and Δ-congruences.
They will play the part of neighbourhood morphisms and congruences from [9].

Definition 10 (Δ-morphisms and Δ-congruences). Let M = (S, ν, V )
and M ′ = (S′, ν′, V ′) be neighbourhood models. A function f : S → S′ is a
Δ-morphism from M to M ′ if its graph Gr(f) is a Δ-bisimulation. A relation
is a Δ-congruence if it is the kernel of some Δ-morphism.

It is natural to ask whether Δ-morphisms are a generalisation of neighbour-
hood morphisms (cf. Definition 7). This is indeed the case.
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Lemma 4. Every neighbourhood morphism is a Δ-morphism.

As a step towards showing that Δ-congruences are Δ-bisimulations, we show
that we can take quotients with respect to Δ-bisimulations that are also equiv-
alence relations.

Proposition 8 (Δ-quotient). Let M = (S, ν, V ) be a neighbourhood model
and let Z be a Δ-bisimulation on M which is also an equivalence relation, i.e.,
for all Z-closed U ⊆ S and all (s, t) ∈ Z,

(U ∈ ν(s) or U c ∈ ν(s)) ⇐⇒ (U ∈ ν(t) or U c ∈ ν(t)). (†)

We define the Δ-quotient of M by Z as the model MZ = (SZ , νZ , VZ) where
SZ = {[s] | s ∈ S} is the set of Z-equivalence classes, VZ(p) = {[s] | s ∈ V (p)},
and

νZ([s]) = {UZ ⊆ SZ | q−1[UZ ] ∈ ν(s) or q−1[UZ ]c ∈ ν(s)}.

The quotient map q : S → SZ given by q(s) = [s] is a Δ-morphism, and Z =
ker(q). Consequently, (M, s) ∼betw

Δ (MZ , [s]).

We can now show that Δ-congruences are indeed a special kind of Δ-
bisimulations. This will be used to prove the Hennessy-Milner theorem in a
moment.

Proposition 9. Let M = (S, ν, V ) be a neighbourhood model and Z a relation
on S. Z is a Δ-congruence iff Z is an equivalence relation and a Δ-bisimulation.

Proof. Assume Z = ker(f) for some Δ-morphism f from M to M ′. Note that if
U is Z-closed then (U, f [U ]) is Gr(f)-coherent. Equation (†) now easily follows
from f being a Δ-morphism, and Z = ker(f). Conversely, if Z is an equivalence
relation and a Δ-bisimulation on M , then we can form the Δ-quotient MZ , and
it follows that Z is a Δ-congruence.

Proposition 9 allows us to show a neighbourhood analogue of the fact that
Kripke bisimilarity implies o-Δ-bisimilarity [7]. For neighbourhood models, the
equivalence notion that matches the expressiveness of the language L� is called
behavioural equivalence [9]: Two pointed neighbourhood models (M, s) and
(M ′, s′) are behaviourally equivalent if there exists a neighbourhood model N and
neighbourhood morphisms f : M → N and f ′ : M ′ → N such that f(s) = f ′(s′).

Proposition 10. Let M be a neighbourhood model, and s, t two states in M . If
(M, s) and (M, t) are behaviourally equivalent then they are Δ-bisimilar.

Proof. If (M, s) and (M, t) are behaviourally equivalent, then by [9, Proposi-
tion 3.20] the pair (s, t) is contained in a congruence, i.e. in the kernel of a
neighbourhood morphism f . By Lemma 4, ker(f) is a Δ-congruence, which by
Proposition 9, is a Δ-bisimulation on M , hence (M, s) ∼betw

Δ (M, t). Finally, it
follows from Lemma 3 that (M, s) ∼Δ (M, t).
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Finally, we prove a Hennessy-Milner style theorem for an appropriate notion
of saturated models which essentially comes from [9, Sect. 4.1].

Definition 11 (LΔ-saturated model). Let M = (S, ν, V ) be a neighbourhood
model. A subset X ⊆ S is LΔ-compact if for all sets Φ of LΔ-formulas, if any
finite subset Φ′ ⊆ Φ is satisfiable in X, then Φ is satisfiable in X. M is LΔ-
saturated, if for all s ∈ S and all ≡Δ-closed neighbourhoods X ∈ ν(s), both X
and Xc are LΔ-compact.

Theorem 1 (Hennessy-Milner).

1. For all LΔ-saturated neighbourhood models M , and all states s, t in M :
(M, s) ≡Δ (M, t) iff (M, s) ∼betw

Δ (M, t).
2. If N is a class of neighbourhood models in which the disjoint union of any

two models is LΔ-saturated, then for all M,M ′ in N,

(M, s) ≡Δ (M ′, s′) iff (M, s) ∼Δ (M ′, s′).

Proof. Due to space limitations we only provide an outline. Item 1: Can be
proved using the same line of argumentation as in the proofs of Lemma 4.3,
Lemma 4.5 and Proposition 4.6 of [9]. More precisely, we can show for any
neighbourhood model M = (S, ν, V ): (i) If all ≡Δ-coherent neighbourhoods X ∈
ν(s) are LΔ-definable then ≡Δ is a Δ-congruence. (ii) If M is LΔ-saturated then
for all X ⊆ S, X is ≡Δ-coherent iff X is LΔ-definable. The theorem follows from
items (i) and (ii) together with Proposition 9.

Item 2: (M, s) ≡Δ (M ′, s′) implies (M + M ′, s) ≡Δ (M + M ′, s′) since
the inclusion morphisms are Δ-bisimulations. By item 1, (M + M ′, s) ∼betw

Δ

(M + M ′, s′), hence by definition, (M, s) ∼Δ (M ′, s′).

As finite neighbourhood models are clearly LΔ-saturated, we have an imme-
diate corollary.

Corollary 1. Over the class of finite neighbourhood models, LΔ-equivalence
implies Δ-bisimilarity.

Frame Class (un)definability. We now use Δ-bisimulations to demonstrate that
LΔ is too weak to define some well-known frame classes. These results were
already proved in [6, Proposition 7], but without the use of a bisimulation argu-
ment.

A frame class F is LΔ-definable if there is a set Φ ⊆ LΔ such that for all
frames F , F ∈ F iff F |= Φ.

Let M be the class of (monotone) neighbourhood frames (S, ν) in which ν(s)
is closed under supersets, for all s ∈ S. Let C be the class of neighbourhood
frames (S, ν) in which ν(s) is closed under intersections, for all s ∈ S.
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Example 2. Consider the neighbourhood frames shown here:

in particular, ν1(s2) = ν2(t2) = ∅. It can easily be checked that Z =
{(s1, t1), (s2, t2)} is a Δ-bisimulation. Note that F1 ∈ M, but F2 ∈ M.

Example 3. Consider the following neighbourhood frames:

in particular, ν3(s2) = ν4(t2) = ∅. It can easily be checked that Z =
{(s1, t1), (s2, t2)} is a Δ-bisimulation. Note that F3 ∈ C, but F4 /∈ C.

Proposition 11. The frame classes M and C are not definable in LΔ.

Proof. Example 2 shows that M is not LΔ-definable, since suppose towards a
contradiction that Φ ⊆ LΔ defines M. Then F1 |= Φ and F2 |= Φ. Hence there
is a valuation V2 on F2, a state tj in F2 and a ϕ ∈ Φ such that (F2, V2), tj |= ϕ.
We define a valuation V1 on F1 by si ∈ V1(p) iff ti ∈ V2(p) for i = 1, 2 and all
p ∈ AtProp. It follows that ((F1, V1), si) ∼Δ ((F2, V2), ti) for i = 1, 2, and hence
that (F1, V1), sj |= ϕ, which implies that F1 |= Φ, a contradiction.

Similarly, Example 3 can be used to show that C is not LΔ-definable.

5 Characterisation Results

We first recall the basic definition of an ultrafilter. Let S be a non-empty set.
An ultrafilter over S is a collection of sets u ⊆ P(S) satisfying (i) S ∈ u and
∅ /∈ u; (ii) U1, U2 ∈ u implies U1 ∩ U2 ∈ u; (iii) U1 ∈ u and U1 ⊆ U2 ⊆ S implies
U2 ∈ u; and (iv) for all U ⊆ S we have U ∈ u or U c ∈ u.

The collection of all ultrafilters over S will be denoted by Ult(S). For s ∈ S,
the principal ultrafilter generated by s is us = {U ⊆ S | s ∈ U}.

Definition 12 (Ultrafilter extension [9]). Let M = (S, ν, V ) be a neighbour-
hood model. The ultrafilter extension of M is the triple Mue = (Ult(S), νue, V ue)
where V ue(p) = {u ∈ Ult(S) | V (p) ∈ u} and νue : Ult(S) → P(P(Ult(S))) is
defined by

νue(u) = {Û ⊆ Ult(S) | U ⊆ S,�(U) ∈ u}
where �(U) = {s ∈ S | U ∈ ν(s)} and Û = {v ∈ Ult(S) | U ∈ v}.
Lemma 5. Let (M, s) be a pointed neighbourhood model. Then, Mue is an LΔ-
saturated model and (M, s) ≡Δ (Mue , us).
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Proof. Since LΔ can be seen as a fragment of L�, [9, Lemma 4.24] ensures that
(M, s) ≡Δ (Mue , us) and [9, Proposition 4.25] ensures that Mue is LΔ-saturated.

As in the L� case, modal LΔ-equivalence in a model implies Δ-bisimilarity
in the ultrafilter extension. (Apply Lemma 5 and Theorem 1.)

Proposition 12. Let M be a neighbourhood model and s, t states in M . Then,
(M, s) ≡Δ (M, t) implies (Mue , us) ∼Δ (Mue , ut).

We are now ready to prove the characterisation theorems.

Theorem 2. An L�-formula is equivalent to an LΔ-formula over the class of
neighbourhood models iff it is invariant under Δ-bisimulation.

Proof. This can be proved analogously to the characterisation result [7, Theo-
rem 4.4] using the above notions of LΔ-saturation and ultrafilter extensions for
neighbourhood models, together with the compactness of classical modal logic
(via strong completeness), cf. [2, Sect. 9.2]. The only minor difference is that we
must first take disjoint unions before taking the ultrafilter extension.

In [9], a Van Benthem style characterisation theorem was given for classical
modal logic with respect to a two-sorted first-order correspondence language L1.
The two sorts s and n correspond to states and to neighbourhoods, respectively,
and the basic idea of viewing a neighbourhood model as a first-order L1-structure
is to encode the neighbourhood function ν as a relation Rν ⊆ s×n between states
and neighbourhoods, and encode subsets via the (inverse) element-of relation
R� ⊆ n×s between neighbourhoods and states. The language L1 is a first-order
language with equality which contains a unary predicate symbol P (of sort s)
for each p ∈ AtProp, a binary relation symbol N (interpreted by Rν), and a
binary relation symbol E (interpreted by R�). A translation (−)� : L� → L1 is
defined recursively over the Boolean connectives and atomic propositions, and
by (�ϕ)� = ∃u ( xNu ∧ ∀y (uEy ↔ ϕ� )). We refer to [9, Sect. 5] for further
details.

Theorem 3. A first-order L1-formula is equivalent to an LΔ-formula over the
class of neighbourhood models iff it is invariant under Δ-bisimulation.

Proof. Let α ∈ L1 be invariant under Δ-bisimulations. It follows from Lemma 4
that α is invariant under neighbourhood morphisms, and hence under behav-
ioural equivalence. From the characterisation theorem [9, Theorem 5.5] it fol-
lows that α is equivalent to ϕ� for some formula ϕ ∈ L� which is necessarily
also invariant under Δ-bisimulations. Hence by our Theorem 2, ϕ is equivalent
to ψt for some ψ ∈ LΔ.

6 Discussion and Future Work

We proposed a notion of contingency bisimulation on neighbourhood models, we
related it to an existing notion of contingency bisimulation on Kripke models,
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and also provided the characterization of (neighbourhood) contingency logic as
a fragment of the modal logic of necessity, and of first-order logic. Our work
contributes to a research program aiming at generalizing knowing that to knowing
whether, knowing how, knowing value, etc. [19], including weaker modal notions
than knowledge.

In [8], the LΔ-theory of all Kripke frames was axiomatized by the logic
CL (going back to [10–12,20]). We observed (below (2)) that CL is sound and
complete with respect to the class of augmented neighbourhood frames (which
answers an open question in [7]). In [7] an axiomatization CCL of classical con-
tingency logic (i.e., the LΔ-theory of all neighbourhood frames) is also given.
This raises the questions of what the axiomatizations are of monotone con-
tingency logic and regular contingency logic. Proposition 11 means that one
cannot fill these gaps with the axioms Δϕ → Δ(ϕ → ψ) ∨ Δ(¬ϕ → χ) and
Δ(ψ → ϕ) ∧ Δ(¬ψ → ϕ) → Δϕ that are in CL but not in CCL. So these
questions remain open.

The (Coherence) condition in our definition of Δ-bisimulation is a non-
local property, since one needs to check all Z-coherent pairs, so over large Kripke
models the Δ-Zig and Δ-Zag conditions of o-Δ-bisimulations will be easier to
check. As we proved that Δ-bisimilarity coincides with o-Δ-bisimilarity, one can
view the Δ-Zig and Δ-Zag conditions as a back-forth characterisation of Δ-
bisimilarity over Kripke models. We would like to find local zig-zag conditions
also for Δ-bisimilarity over neighbourhood models.

The notion of Δ-bisimulation was based on the semantics of the modality Δ.
It has a natural generalisation to the framework of coalgebraic modal logic [3,15].
Many of our results hold at this general coalgebraic level. We are preparing a
separate paper in which the coalgebraic perspective will be worked out.
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