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ABSTRACT

Until recently, the Semantic Web was little more than a name for the next generation Web infrastructure

as envisioned by its inventor, Tim Berners-Lee. Now, with the introduction of XML and RDF, and new

developments such as RDF Schema and DAML+OIL, the Semantic Web is rapidly taking shape. In this

paper, we first give an overview of the state-of-the-art in Semantic Web technology, the key relationships with

traditional hypermedia research, and a comprehensive reference list to various sets of literature (Hypertext, Web

and Semantic Web). The core of the paper presents a research agenda by describing the open research issues

in the development of the Semantic Web from the perspective of hypermedia research.

1998 ACM Computing Classification System: H.5.4, H.5.1, I.2.4

Keywords and Phrases: Hypermedia, Semantic Web, XML, RDF, DAML+OIL, SMIL.

Note: The research reported here has been carried out under the “ToKeN2000” project.

1. Introduction

The bulk of content that is currently available on the Web is notoriously hard to process automati-
cally: “. . . data transmitted across the Web is largely throw-away data that looks good but has little
structure” [20]. Markup languages such as (X)HTML [68], SVG [36] and SMIL [65] are primarily
geared to documents whose content should be interpretable by human interpreters, and hence tend
to focus primarily on document structure and document presentation. Little or no attention is given
to the representation of the semantics of the content itself, i.e. the (domain-specific) representation of
the subject of the document.

In contrast, knowledge representation techniques developed within the Artificial Intelligence (AI)
community have a strong tradition in describing domain-specific knowledge in a machine-processable
manner. In addition, the digital library community has studied issues related to more persistent ways
of storing and cataloging digital content. Recently, initiatives within and outside the World Wide Web
Consortium (W3C) are building upon the expertise of these communities by developing knowledge
representation and annotation languages on top of the current Web infrastructure. This not only
allows newly encoded knowledge to be easily disseminated over the Web, but also provides a convenient
syntax for annotating existing content, such as (X)HTML or SMIL content. This combination is a
key enabler to the main objective of the Semantic Web: documents whose content is processable by
both humans and machines.

While the Semantic Web appears at first sight to be far from the current research trends of the
hypertext community, much earlier work in the field lay extremely close to the borders of knowledge
representation, for example [18, 19, 47, 51, 59]. These authors were attempting to bridge the gap
between knowledge representation and information presentation in a technological context that lacked
support for this integration. The Web today provides a sound technological basis for document
processing and already supports the first layers of the Semantic Web. In this paper we briefly sketch
the current developments of the Semantic Web, compare these with the issues long ago fielded in the
hypertext literature and highlight those that should form the basis of a research agenda for a universal
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Figure 1: Document and knowledge representation languages on the Web.

information repository.

2. The Current Semantic Web Infrastructure

Figure 1 provides an overview of both the document and knowledge representation languages on the
Web. Following current document languages such as XHTML, SVG and SMIL (in the left half of
the figure), the various layers of the Semantic Web are all built on top of XML [9], as shown in the
right half of the figure. This makes generic XML-based software and languages such as XML parsers,
transformation engines (XSLT [16]), path and pointer engines (XPath, XPointer [17, 30]), style engines
and formatters (CSS, XSL [8, 26]), etc. directly available on the Semantic Web.

2.1 RDF and RDF Schema
The second layer of the Semantic Web infrastructure is the Resource Description Framework (RDF [66]).
RDF provides a simple data model for expressing statements using (subject, predicate, object) triples,
and an associated serialization syntax in XML. All three elements of the triple can be defined within
the current document or refer to another resource on the Web. To make statements about a collection
of resources, RDF specifies a simple container model, modeling sequences (ordered), bags (unordered)
and lists of alternatives. RDF also supports reification, that is, statements about other RDF state-
ments.

A set of RDF statements uses a particular vocabulary that defines the properties and data types that
are meaningful for the application at hand. Such an RDF vocabulary can be defined by using RDF
Schema (RDF-S [67]). As part of its schema language, RDF-S also defines some predefined concepts,
including primitives to model a class/subclass hierarchy, relationships between classes (”properties”),
and domain/range restrictions on such properties. Note that while the RDF model by itself merely
provides a set of triples, RDF-S is already sufficiently expressive to describe a class hierarchy which
allows some useful querying and reasoning support. For example, one could query an RDF-S system
whether a given instance belongs to a specific class, what (inherited) properties it has, etc [45].

2.2 DAML+OIL
While several applications are built directly on RDF and RDF-S, another interesting layer (currently
under development) is DAML+OIL [28, 62]. RDF-S is missing some features that are commonly found
in systems developed within the AI community (e.g. frame-based systems), while it also contains some
features (most notably reification) that make it hard to provide a formal semantics for RDF-S and to
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provide fully automated and efficient inference engines.
DAML+OIL addresses these issues by removing support for reification, and extending RDF-S with

concepts commonly found in frame-based languages. The result is a language that is compliant with
RDF and RDF-S, has a sound formal semantics and an efficiently implemented inference engine.
This allows not only more advanced quering, but the inference engine can also be used to detect
contradictions and other errors in a DAML+OIL specification.

2.3 Applications: PICS, P3P, Dublin Core
Examples of applications that use the infrastructure sketched above include W3C’s Platform for
Internet Content Selection (PICS [52]), Platform for Privacy Preferences Project (P3P [22]) and the
Dublin Core [15]. While PICS was defined before its more generic successor RDF, a mapping to RDF
has been developed [10]. Dublin Core also predates RDF, but now also has an RDF-based serialization
syntax.

3. Relation with Hypermedia Research

While the Semantic Web aims primarily at providing a generic infrastructure for machine-processable
Web content, it has direct relevance to hypermedia research. In order to capture the breadth of
relevance of the Semantic Web to hypermedia research, we have analyzed the visionary articles of
Malcolm et al. [49], Engelbart [35] and Halasz [37]. A large proportion of these features relate directly
to the Semantic Web. On the one hand, the Semantic Web infrastructure should enable several features
commonly found in systems developed within the hypermedia community that are currently missing on
the Web. On the other hand, the development of the currently emerging Semantic Web infrastructure
could directly benefit from the models, systems and lessons learned within the hypermedia community.

Based on the articles mentioned above, we identified around thirty features which have been grouped
into the seven categories discussed below:

1. Basic nodes, links and anchor data model — Many hypermedia systems feature a model
that is similar to the typical data model of nodes, links and anchors defined by the Dexter
Hypertext Reference Model [38]. This model is directly applicable to the Semantic Web. To be
able to annotate a specific portion of a Web resource, it needs an anchoring mechanism, and
to establish a relationship between the annotation and the target resource, a linking model is
necessary. The remaining features discussed below can be seen as variations on, or applications
of, this basic model.

2. Conceptual hypertext — Conceptual hypertext systems introduced a layered hypermedia
model, adding a hyperlinked network of related index terms (or concepts) on top of a hyperlinked
document base. Additional links up and down between the two levels relate the information in
the documents to the concepts in the hyperindex [13, 18]. More recent approaches, such as
COHSE [14], go even further and use the full power of ontologies to improve hypertext linking
based on the semantic relations among the associated concepts.

3. Typed nodes, links and anchors — Many hypertext systems base a large part of their
functionality on their ability to assign types to nodes [44], links [60], and to a lesser extent,
anchors [54]. Argumentation systems such as gIBIS [19], for example, use link types to label
“response-to” or “object-to” relationships (note that such relationships may, but need not be,
represented by a navigational hyperlink in the user interface). RDF allows embedded and
external annotation of links and anchors, and with languages such as RDF-S and DAML+OIL,
one can easily define an (extensible) type system for links and anchors. For example, RDF-S
allows “object-to” to be defined as a subtype of “response-to”, and in DAML+OIL one could
define “is-criticized-by” as the inverse of an “object-to” relation.

4. Virtual links and anchors — Systems such as Microcosm [24, 41] featured virtual (or “dy-
namic”) links and anchors. That is, they support run-time computation of links and anchors in
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addition to statically defined links and anchors that are defined at authoring time. While the
current Semantic Web developments tend to be mainly language-oriented (standard interfaces
for generic RDF(S)-based services are yet to be defined), an RDF(S) query/inferences engine
could provide an excellent basis for semantically driven hyperlink services. Related areas include
ontology-driven linking as discussed in [21] and agent-based navigation assistance as discussed
in [33].

5. Searching and querying — The need for supporting good search and query interfaces was
recognized by the hypermedia community long before the appearance of the first search engines
on the Web. In one of his famous “Seven Issues”, Halasz already explained the need for both
content-based and structure-based retrieval on hypertexts [37]. In addition, the digital library
community has always stressed the use of cataloging techniques and metadata-based search [31].
While this has still to be proven in practice, RDF-enabled search engines have the potential
to provide a significant improvement over the current keyword-based engines, especially when
it comes to metadata and structure-based searching. An example of such a system, albeit not
using RDF for encoding its semantic annotation is the Ontobroker system discussed in [27]

6. Versioning and authentication features — While features such as versioning, concurrency,
and authentication are not commonly recognized as fundamental hypermedia features, they
have frequently been topics of hypermedia research because they are essential for one of the
most important hypermedia application domains: Computer Supported Collaborative Work
(CSCW). CSCW has been, for example, the driving force for most of Engelbart’s work on
NLS/Augment [34, 35] and is listed as one of Halasz’s seven issues [37], etc. Research on CSCW
has also been carried out in the context of hypermedia systems such as NoteCards [61] and
CHIPS [69].

Because early generations of hypermedia systems were designed as stand-alone systems or as
part of an organization’s local network, these features are even more important in Web-based
collaboration. It is only because of the Web’s initial focus on “read-only” browsing that these
features hardly received any attention. A notable exception is the joint IETF/ W3C work on
WebDAV [32]. While WebDAV predates RDF, it has a similar property-based model for Web
resources.

7. Annotation — The ability to annotate the work of others has traditionally been an important
feature of many hypertext systems, and it is another key feature of collaborative hypermedia
systems. Annotation has been lost on the Web, however, due to HTML’s embedded link syntax.
This syntax requires a user to have write access to the original page to be able to annotate
it, which is hardly a realistic requirement on the Web. RDF and its relatives are designed to
make statements about any resource on the Web (that is, anything that has a URI), without the
need to modify the resource itself. This allows for rich annotations and encoding of semantic
relationships among resources on the Web.

Despite the many relations between the Semantic Web and previous hypermedia research, many
new research questions arise. To provide the reader with an intuitive feel for the range of issues, the
following section describes an example Semantic Web application in the domain of adaptive hyperme-
dia.

4. Motivating Example: Adaptive Hypermedia Presentation Generation

Our current research focuses on the automatic generation of time-based hypermedia presentations to
adapt to the specific preferences and capabilities of individual users and the device they are using.
We have implemented a prototype hypermedia generation engine that is able to transform a high-
level description of a hypermedia presentation into a concrete hypermedia final-form encoding that
is readily playable on the end-user’s system [57]. Note that in the context of this paper, we are
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Figure 2: Information sources used by the Cuypers adaptive hypermedia generation engine.

primarily interested in the nature of the information the system uses as its input, and the information
it produces. The inner details of the Cuypers system itself have been discussed in previous work [64].

Adaptive hypermedia systems such as Cuypers adapt hypermedia presentations to the specific con-
text of an individual user [7, 11]. This involves semantic modeling on several levels. First, an adaptive
hypermedia system needs an adequate user profile that models the preferences and capabilities of the
user [12]. Second, it needs a model of the domain at hand, and third, a model of how, given a user
profile and a domain model, information about this domain should be conveyed to the user (cf. the
“teaching model” discussed by De Bra et al. in [25]). Fourth, a system-oriented profile is needed that
models the network resources and presentation capabilities of the user’s platform (e.g. the amount of
available bandwidth, what file formats are recognized etc.). Finally, the system needs a model that
describes how a given presentation can be best adapted to the target platform [6, 64].

While all these different types of knowledge are already used within the current Cuypers prototype
(as depicted in Figure 2), it is either encoded using ad-hoc encoding representation techniques or,
more often, remains implicit and hidden in the (procedural) generation software. In addition, the
prototype simply assumes that all relevant knowledge about its users and their systems is available,
which is in practice rather naive in the context of privacy concerns. In general, the large amount of
modeling needed in most adaptive hypermedia systems is a major barrier to a wider adoption of this
technology.

The Semantic Web can — at least partially — solve these issues. First, it provides a declarative,
interoperable foundation for modeling, encoding, dissemination and processing these different types
of knowledge in a common, interoperable way while respecting the privacy of all parties involved.
For example, the requirement to be able to describe the wide variety of capabilities that exists among
mobile phones has lead to the more general CC/PP initiative [55] that aims at providing a standardized
(RDF) vocabulary [46] for describing the characteristics of a Web client application. When vendors
make CC/PP profiles of their products publicly available (either as part of the product or via their
Web sites), adaptive systems, such as Cuypers, could simply reuse this information, and no longer
need to develop their own profiles of the platforms they target.

As another example, the system could use the P3P framework [22] to automatically negotiate with
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<smil xmlns="http://www.w3.org/2000/SMIL20/CR">

<head>

<meta name="generator" content="CWI/Cuypers 1.0"/>

<metadata>

<rdf:RDF xml:lang="en"

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:oil="http://www.ontoknowledge.org/oil/rdf-schema/2000/11/10-oil-standard"

xmlns:museum="http://ics.forth.gr/.../museum.rdf"

xmlns:token="http://www.token2000.nl/ontologies/additions.rdf">

<rdf:Property rdf:about="http://www.token2000.nl/additions.rdf#painted-by">

<oil:inverseRelationOf

rdf:resource="http://ics.forth.gr/.../museum.rdf#paints"/>

</rdf:Property>

<museum:Museum rdf:ID="Rijksmuseum"/>

<museum:Painter rdf:ID="Rembrandt">

<museum:fname>Rembrandt</museum:fname>

<museum:lname>Harmenszoon van Rijn</museum:lname>

</museum:Painter>

<museum:Painting rdf:about="#apostlePaul">

<museum:exhibited rdf:resource="#Rijksmuseum" />

<museum:technique>chiaroscuro</museum:technique>

<token:painted-by rdf:resource="#Rembrandt" />

</museum:Painting>

</rdf:RDF>

</metadata>

<layout>...</layout>

</head>

...

Figure 3: Example of annotated SMIL using OIL and RDF-S (header).

the user’s client system about the user’s personal profile. It could, for example, try to get more
information from the user by declaring that the information will only be used for adaptation in the
current session and will not be permanently stored nor used for other purposes.

Similar arguments for reusing information available on the Semantic Web apply to the other types
of knowledge used by the system. In addition to using the Semantic Web on the input side, the system
could also use it in the encoding of the hypermedia presentation it generates as its output. We are
currently investigating the automatic generation of richly annotated SMIL documents in the context
of a museum application. Figure 3 shows (part of) the annotations embedded in the header of an
example SMIL presentation (shown in Figure 5 on page 8).

Note that the nature of such annotations may depend on the user’s context, that is, the annotations
themselves are also subject to adaptation. This particular example is taken from a scenario where
the user asks the system about the use of the chiaroscuro technique (that is, the use of high contrast
lighting) in the paintings of Rembrandt. Here, the annotations define the Rijksmuseum as being an in-
stance of the Museum class, define Rembrandt as being a Painter and define the element apostlePaul
(defined in the body of the document, see Figure 4 on the facing page) as a Painting that is exhibited
in the Rijksmuseum, that uses the technique chiaroscuro and is painted by Rembrandt. The current
Cuypers prototype generates a hypermedia presentation in SMIL that gives a textual description of
the term chiaroscuro, illustrated by a sequence of Rembrandt paintings that are annotated as being
examples of this technique. We are currently extending the system so that it can also reproduce the
relevant semantics in the form of an annotated SMIL document, as shown in Figure 3.
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...

<body>

<par>

<text region="title" src="...queries to the multimedia database..."/>

<text region="descr" src="...to find descripton of ’chiaroscuro’..."/>

<seq>

<par dur="10" id="apostlePaul">

<img region="img" src="...the image of the paintings..."/>

<text region="ptitle" src="...the title of the painting.. "/>

</par>

<par dur="10"> ... 2nd painting+title ... </par>

<par dur="10"> ... 3rd painting+title ... </par>

...

</seq>

</par>

</body>

</smil>

Figure 4: Example of annotated SMIL using OIL and RDF-S (body).

Note that, if appropriate, the system could also generate annotations on the basis of the other
knowledge sources it has access to. For example, it might also annotate the media elements in terms
of their role in the discourse model (by stating that a piece of a text is a definition of a particular
concept and that an image is an example of this concept).

Such a highly adaptive notion of semantic annotation requires a flexible annotation syntax which
can make use of multiple vocabularies, as shown by the example document. In the example, the SMIL
namespace is the document’s default namespace, but the included annotations combine concepts from
a variety of other namespaces (as shown by the xmlns declarations in the beginning). Note that
while some common concepts are taken directly from RDF or OIL, most concepts are defined by a
domain-specific ontology. For this example, we did not need to develop our own ontology for the
museum domain, but simple reused the ontology discussed in [45]. Adding additional annotations
such as definition and examples would simply require the use of yet another RDF vocabulary.

There are, however, also a number of serious limitations to the techniques used in the example.
First of all, while the semantics of the annotations in the example may seem straightforward at

first sight, in the general case it remains unclear what the semantics are of RDF vocabularies that are
mixed and refer to one another on an ad-hoc basis.

Another limitation is the embedded encoding of the annotations in the example. While RDF allows
encoding of the annotations separately from the SMIL document, this would require new annotation
services with the functionality similar to that of open hypermedia systems. If, for example, we were
to store the annotations separately (e.g. on another site) from the SMIL presentation, there would be
no common infrastructure to serve the annotations to the client applications that process the SMIL
presentation.

A third problem is related to the anchoring mechanism used. The annotations about the painting
could conveniently use a standard URI fragment identifier to point to the target element labeled
apostlePaul. In a more realistic decription environment, such as that described in [53], descriptions
would be associated with different fragments of the different (time-sensitive) media types. When
annotations need to point to a fragment of an image, video or other non-XML media item, we run
into problems because there is no commonly agreed upon fragment identifier format (i.e. no anchoring
mechanism) for non-XML media [63].

The Web is all about sharing information, and the Semantic Web is no different. Even in our
simple example we have already used two different ontologies. In addition to the problems related
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to the semantics of merging and linking ontologies, this also illustrates problems of sharing existing
ontologies, collaborative development of new ontologies and of assuming the level of trustworthiness
of ontologies created by others.

The example given in this section aimed at providing an intuitive notion of the possibilities and
limitations of the current Semantic Web infrastructure. In the following section, we provide a more
systematic discussion of the open research questions and the potential contribution of the hypermedia
research community in resolving them.

Figure 5: Example SMIL presentation about the use of chiaroscuro in the works of Rembrandt.

5. Open Research Questions

Before the true potential of the Semantic Web can be fully exploited, a number of key issues need to be
resolved. In this section we identify open issues related to links and relationships, open hypermedia,
time-based hypermedia and computer-supported collaborative work.

5.1 Links versus Relationships
While the current Semantic Web languages are strong in representing (semantic) relationships between
Web resources, this is insufficient for full hyperlink support. First, in addition to the currently
defined languages, hypermedia applications also need to be able to access the associated services. For
example, given an RDF annotation, finding the resources this annotation is about is simply a matter
of dereferencing the URIs used. The other way round, however, is a lot harder. This requires intranet
or even Internet crawlers that collect and index RDF annotations so that, given a particular Web
resource, one can find the relevant annotations associated with that resource (the issues related to the
software architecture of such services are discussed in the “Open hypermedia and the Semantic Web”
section below).

Another issue is the fact that the Web uses different approaches for modeling and encoding links
and relationships across Web resources. In addition to the RDF family discussed above and the
embedded links commonly found in Web languages such as HTML, WML and SMIL, W3C is also
developing the XML Linking Language (XLink [29]) as a common syntax for encoding embedded and
non-embedded links in XML documents. When compared to RDF, XLink provides some extra built-in
link functionality (some basic traversal behavior, for example). XLink’s ability to encode semantic
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relationships, however, is far less than that of RDF, and XLink’s hyperlink syntax is not backward-
compatible with that of HTML, WML or SMIL. Whether the extra link functionality of XLink is
sufficient to justify widespread adoption is still a matter of debate. Sticking to HTML’s approach
for simple, embedded links while adopting the full power of the RDF family for encoding extended
and external links seems to be a viable alternative. For example, taxonomic hypertext systems might
benefit more from ontology-oriented languages such as DAML+OIL than from languages oriented
towards navigational hyperlinks such as XLink.

A third, and more complex, issue we want to discuss is not related to linking across documents, but
to linking across knowledge sources. Traditionally, knowledge bases, expert systems, ontologies, etc.,
as developed within the AI community, focus on representing centralized, consistent and trustworthy
knowledge. On the Web, knowledge is typically decentralized, inconsistent and not always to be
trusted. These differences bring up new, fundamental problems, most of which remain to be solved.
For example, most of the problems that arise when linking in fragments from one ontology into another
are still unsolved. On the Web, an application has to be able to deal with distributed, cross-linked,
incompatible or even inconsistent pieces of knowledge. A related issue is the requirement to be able
to use terms from different ontology fragments. For example, Hunter et al. [42] describe the issues
that arise when multiple metadata ontologies need to be used within a single application profile.

5.2 Open hypermedia and the Semantic Web
Open hypermedia systems (OHS) aim at adding hypermedia functionality to existing applications
with minimal impact on the original application and its native file format [56]. These goals explain
two fundamental differences between the OHS approach and the Web. First, while the majority of the
links on the Web are embedded links, OHS focus on encoding links externally from the documents being
linked, in order to preserve the application’s native file format. Second, while Web browsers implement
linking functionality within the browser, OHS architectures require minimal extra functionality of the
client application because most of the link services are realized by a dedicated link server.

While the reduced complexity of embedded links on the Web has many advantages [70], for the
Semantic Web the OHS approach seems more realistic. First of all, the traditional “to embed or
not to embed” discussion [23] also applies to the Semantic Web. Semantic relationships are, even
on the Web, expected to be significantly more complex that HTML’s simple, uni-directional links.
Embedded encoding of such information will increase the complexity of authoring Web content and
increase maintenance costs when keeping Web pages up-to-date. In addition, bulky annotations will
increase downloading times for all applications, even those that do not need to (or cannot) process
the semantic annotations. In addition, the processing of (domain-specific) semantic annotations is
likely to be domain specific in itself, and will thus vary from site to site. Implementing specific
reasoning and inference services makes sense only at the server-side and not in a generic Web-client.
The picture sketched above, with a focus on externally encoded semantic relationships and dedicated
server applications to maintain and process these semantics is very similar to the OHS approach. It
suggests that many of the lessons learned in OHS modeling, software architecture and the design of
interoperable protocols will be directly applicable to the Semantic Web. Especially in the context of
the current, mainly language-driven, developments on the Web, open hypermedia systems may very
well provide a blueprint for an emerging Semantic Web infrastructure. Such an infrastructure should
provide interoperable interfaces and protocols to a variety of annotation services. Examples of such
services include the common storage, maintenance and retrieval of semantic annotations on the Web,
and the (domain) specific reasoning and inference engines that use these data effectively.

5.3 Time-based hypermedia and the Semantic Web
Time-based hypermedia systems integrate hyperlink navigation with synchronized multimedia pre-
sentation [39]. They bring with them problems of timing and synchronization, inclusion of different
media and streaming of data-intensive media, such as video and audio. Time often plays an important
role, on multiple levels, in the modeling of the semantics, narrative and document structure of hy-
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permedia content [40, 48, 58]. The special role of time, and also space [50], in describing hypermedia
content and hypermedia structure seems to justify the representation of these concepts as primitives
of standardized hypermedia annotation vocabularies that could be build on top of languages such as
RDF-S and DAML+OIL.

To integrate time-based hypermedia into the Semantic Web, a requirement is that we are able
to annotate multimedia content as easily as text-based (XML) content. Because existing pointing
languages such as XPath and XPointer are limited to XML content, new languages need to be devel-
oped to be able to point into the time-variant, binary encoded and compressed data formats that are
common in the multimedia domain. To optimize both the quality of the presentation as well as the
interactive response times, streamed delivery of media content is currently the norm in distributed
multimedia environments such as the Web. Downloading bulky metadata in today’s non-streamable
formats is a major threat to both presentation quality and interactive response time. Instead, we need
to investigate streamable versions of the RDF family of languages, and — probably even harder —
the associated (incremental) reasoning and inference algorithms.

5.4 CSCW and the Semantic Web
Even with the current Semantic Web infrastructure and distributed Web authoring protocols such
as WebDAV, many of the features related to authentication, access control, concurrency control and
version control as discussed by [35, 37, 49] are not yet fully integrated in the Web’s infrastructure.
Part of this problem could be addressed by providing interoperable realizations of these features in
the form of extensions to and layers upon the currently available protocols. This would, however,
only solve the technical part and neglect the social and dynamic aspects of collaboration. Addressing
this part of the problem requires integration of the Semantic Web infrastructure into collaborative
tools that support typical groupware features related to awareness, synchronous and asynchronous
communication and workflow-oriented systems that explicitly support dependencies between user tasks
and other coordination mechanisms.

6. Conclusion

In this paper, we gave an overview of the developing Semantic Web infrastructure, showed how
this relates to typical hypermedia research topics and gave comprehensive pointers to the relevant
literature. We used the generation of annotated hypermedia presentations as an example scenario
to illustrate the potential applications of the Semantic Web and to exemplify the related research
questions that still need to be solved. We then described four areas of research that need to be
addressed in order to allow the Semantic Web to realise its full potential.

Originally, hypertext research aimed at bringing the user’s interaction process with digitally stored
information closer to the semantic relations implicit within the information. Much of the more
‘hypertext-specific” research, however, turned to system and application-oriented topics, possibly
through the lack of an available infrastructure for supporting more explicit semantics. The introduc-
tion of the Web, as a highly distributed, but relatively simple, hypermedia system, has also influenced
the character of hypermedia research. The existence of XML and RDF, along with developments such
as RDF Schema and DAML+OIL, are giving the impetus for realizing the Semantic Web. During
these early stages of its development, we want to ensure that the many hypertext lessons learned in
the past will not be lost, and that future research tackles the most urgent issues of the Semantic Web.
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