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SUMMARY

In this paper, we study a multigrid (MG) method for the solution of a linear one-dimensional convection–
di�usion equation that is discretized by a discontinuous Galerkin method. In particular we study the
convection-dominated case when the perturbation parameter, i.e. the inverse cell-Reynolds-number, is
smaller than the �nest mesh size.
We show that, if the di�usion term is discretized by the non-symmetric interior penalty method

(NIPG) with feasible penalty term, multigrid is su�cient to solve the convection–di�usion or the
convection-dominated equation. Then, independent of the mesh-size, simple MG cycles with symmetric
Gauss–Seidel smoothing give an error reduction factor of 0.2–0.3 per iteration sweep.
Without penalty term, for the Baumann–Oden (BO) method we �nd that only a robust (i.e. cell-

Reynolds-number uniform) two-level error-reduction factor (0.4) is found if the point-wise block-Jacobi
smoother is used. Copyright ? 2005 John Wiley & Sons, Ltd.

KEY WORDS: continuous Galerkin method; multigrid iteration; two-level Fourier analysis; point-wise
block-relaxation

1. INTRODUCTION

The present analysis is motivated by our interest in the hp-self-adaptive solution of elliptic
problems that are discretized by discontinuous Galerkin (DG) methods on dyadic grids.
DG methods were traditionally introduced for the solution of hyperbolic equations, as

methods that have a natural cell-wise upwind character [1, 2]. However, since renewed insights
were obtained in their application to elliptic problems, DG methods gain in popularity [3–6],
specially because of their convenient properties when combined with the hp-self-adaptive
approach and with multigrid (MG) solvers [7–10].
In this framework, having studied the Poisson equation in one and more dimensions

[7, 11, 12], we now study the convergence of the MG method for the one-dimensional
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convection–di�usion equation. In particular we study the convection-dominated case, when
the perturbation parameter, i.e. the inverse cell-Reynolds-number, is smaller than the �nest
mesh size. Although we are even more interested in the more-dimensional convection–
di�usion case, we think that the careful one-dimensional analysis in this paper can be used
to obtain some insights into the phenomena encountered and it may tune the expectations for
the more-dimensional analysis.
To have a stable DG discretization, we consider for discretization of the di�usion term, the

asymmetric DG variants, the Baumann–Oden method and the non-symmetric interior penalty
method (NIPG), respectively. For both these methods the discrete operators are positive
de�nite for polynomial discretization of order higher than two [3]. The resulting linear system
is block-tridiagonal and, as discussed in Reference [12], can be partitioned in two distinct
ways: cell-wise and point-wise. Each partitioning de�nes its own type of block-relaxation
methods that can be used as smoothing procedure in the MG algorithm (e.g. block-Jacobi,
block-Gauss–Seidel).
In our analysis we �nd that, in case of convection–di�usion and the convection-dominated

situation and for the DG method where the di�usion term is discretized by the Baumann–
Oden DG method, only a good two-level error-reduction factor (0.4) is predicted if the point-
wise block-Jacobi smoother is used. Although with imperfect coarse grid corrections (when
the coarse grid problem is solved by approximation) and for vanishing di�usion this block-
relaxation method starts to diverge, the Baumann–Oden-type DG method still can be used
in MG techniques when robustness is increased by introducing additional stabilization in the
coarse grid correction [13–16].
Further, we show that in case of the DG method, where the di�usion term is discretized

by the non-symmetric interior penalty (NIPG) method with feasible penalty term, simple
multigrid cycles with cell-wise symmetric Gauss–Seidel are su�cient to solve the convection–
di�usion and the convection-dominated equation. Then an error reduction factor of 0.2–0.3
per iteration sweep is observed.
For our analysis, we consider the following outline. In Section 2, we give the DG formu-

lation used for the discretization, and we specify the corresponding discrete system. Then,
in Section 3, we describe the Fourier analysis for block-Toeplitz operators, where we distin-
guish between cell-wise and point-wise partitioned stencils. In case the block-Toeplitz operator
is partitioned cell-wise, the blocks are associated with the cell-interiors, while in a point-
wise partitioned block-Toeplitz operator, the equations and coe�cients are associated with the
cell-vertices. In the latter partitioning, the coe�cients correspond to (vector-valued) grid func-
tions on a regular grid, for which, in view of our two-level analysis, it is natural and easy to
de�ne prolongation and restriction operators. This in contrast to cell-wise ordered coe�cient,
for which we would have to take care of staggered information in coarse and �ne cells.
Important for the reliability of the Fourier analysis, is that the inverse of the block-Toeplitz

operators are bounded. The consequences of this fact are explained in Section 3.2.
We continue with the smoothing analysis. In Section 4.1, we study the error-ampli�cation

operators of the cell- and point-wise block-relaxation methods (block-Jacobi, block-Gauss–
Seidel). To ensure that the equations and coe�cients are associated with the cell-vertices,
i.e. the coe�cients correspond to vector-valued grid functions, both the cell- and point-wise
error-ampli�cation operators are casted in point-wise notation.
For mixed convection–di�usion and pure convection, in 4.2, we study the eigenvalue spectra

of the error-ampli�cation operators of the cell- and point-wise block-relaxation methods.
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In Section 4.3, we take the MG coarse-grid correction into account and we determine smooth-
ing factors and spectral norms of the block-relaxation methods. In the �nal section, we show
numerical experiments to illustrate the analysis. The present study shows that simple two-
level V-cycles with symmetric Gauss–Seidel smoothing are su�cient to solve the convection–
di�usion equation e�ciently, provided that the di�usion term is discretized by the non-
symmetric interior penalty method.

2. THE DG DISCRETIZATION

2.1. The weak formulation for the convection–di�usion equation

To describe the DG methods considered, we give the variational formulation used for the
discretization of the convection–di�usion equation. On the unit cube � ⊂ Rd, we consider the
following boundary value problem with Dirichlet and Neumann boundary conditions:

−”�u+ b · ∇u=f on �; u= u0 on �D; n · ∇u= g on �N (1)

where �D ∪�N = @�, �D ∩�N = ∅, ”¿ 0 and b ∈ Rd. We further assume that n · b¿ 0 on �N,
i.e. �N is an out�ow boundary. Next we consider a uniform partitioning of �. Therefore, we
take a set of regular rectangular cells, �e, all of the same size,

�h= {�e| ∪e �e=�; �i ∩�j= ∅; i �= j}
On this partitioning, we de�ne the broken Sobolev space [4, 17] of piecewise H 1-functions, u,

H 1(�h)= {u ∈ L2(�) | u|�e ∈ H 1(�e); ∀�e ∈ �h}
Then the DG formulation associated with (1) reads [1, 3]: �nd u ∈ H 1(�h) such that:

B(u; v)=L(v) ∀v ∈ H 1(�h) (2)

where

B(u; v) =
∑

�e∈�h
(”∇u;∇v)�e − 〈〈”∇u〉; [v]〉�int∪�D + �〈〈”∇v〉; [u]〉�int∪�D

+�〈[u]; ”[v]〉�int∪�D
− ∑
�e∈�h

(∇v; bu)�e + 〈n · bu−; v〉�−
int ∪�D + 〈n · bu; v〉�+int∪�N (3)

and

L(v)=
∑

�e∈�h
(f; v)�e + �〈〈”∇v〉; [u0]〉�D + �〈[u0]; ”[v]〉�D + 〈g; ”v〉�N

Here �int is the union of all interior cell interfaces. With �−
int we denote the set of all in�ow

boundaries, i.e. n·b¡0, and with �+int the set of all out�ow boundaries. Further, at the interface
of two adjacent cells �i and �j, u−|�int∪�D is the upwind value of u, obtained from the upwind
cell �i. Notice that u−|�D = u0, i.e. the value of u at the Dirichlet boundary. The parameters �

Copyright ? 2005 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2005; 12:563–584
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and � identify the di�erent DG methods; �= −1 for symmetric DG; �=1 for the Baumann–
Oden method; �¿0 for, respectively, the symmetric (�= − 1) and non-symmetric (�=1)
interior penalty DG method (i.e. IPG or NIPG, respectively).
The jump operator [·] and the average operator 〈·〉 are de�ned for the traces of functions

v(x) and vector functions �(x) on the common interface �i; j between two adjacent‡ cells �i ;�j.
For a scalar function, the operators read

[v(x)] = v(x)|@�ini + v(x)|@�jnj
〈v(x)〉 = 1

2(v(x)|@�i + v(x)|@�j)
(4)

for x ∈ �i; j ⊂ �int ∪ �D. Here ni is the unit outward pointing normal for cell �i. In case of a
vector-valued function, �(x), we de�ne

[�(x)] = �(x)|@�i · ni + �(x)|@�j · nj
〈�(x)〉 = 1

2(�(x)|@�i + �(x)|@�j)
(5)

To discretize (2), we introduce the �nite-dimensional space of piece-wise polynomials of
degree at most k,

Sh= {�i;e ∈ Pk(�e); i=0; 1; : : : ; k; ∀�e ∈ �h}

Taking test and trial space the same, we consider the discrete equations: �nd uh ∈ Sh such
that

B(uh; vh)=L(vh); ∀vh ∈ Sh (6)

2.2. The discrete system

To describe the linear system (6), Lhuh= fh, arising from the discrete form (6), we have to
specify a base for the space Sh. For this purpose, on the unit interval we choose the following
polynomial basis of degree 2p− 1:

�2n+k(t)= tn+k(1− t)n+1−k ; n=0; 1; : : : ; p− 1; k=0; 1 (7)

On the unit cube, �̂ ⊂ Rd, we use a basis of tensor-product polynomials based on (7), and
as usual, a basis for P2p−1(�e) is obtained by the a�ne mapping �̂→ �e.
As we have discussed in Reference [12], a particular advantage of this basis is its

hierarchical structure. The �rst four polynomials represent function values and corrections
on derivatives at the cell vertices, while the polynomials of degree k¿3 are genuine bubble
functions and correspond to the interior cell corrections only. So, the corresponding degrees
of freedom for these higher order terms can be eliminated by static condensation and, hence,
the case p=2 is the relevant and generic one for studying iterative solution procedures.
For this initial study, in the present paper we restrict ourselves to the one-dimensional

case. In view of the tensor product principle, this is an essential building block for higher-

‡At the Dirichlet boundary, the interface of a �at (virtual) adjacent cell is used.
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dimensional problems. So, taking p=2 in (7), writing the approximate solution as

uh=
N∑
e=1

3∑
i=0
ci;e�i

(
x − xe
h

)
the coe�cients being determined by the 4N × 4N linear system

N∑
e=1
”
3∑
i=0
ci;e[(�′

i;e(x); �
′
j;e(x))�e − 〈�′

i;e(x)〉 · [�j;e(x)]|�int∪�D

+�〈�′
j;e(x)〉 · [�i;e(x)]|�int∪�D + �[�j;e(x)] · [�i;e(x)]|�int∪�D]

+b
3∑
i=0
ci;e[−(�′

j;e(x); �i;e(x)) + n�−
i;e(x)�j;e(x)]|�−

int
+ n�i;e(x)�j;e(x)]|�+int∪�N]

=
N∑
e=1

3∑
i=0
(f;�j;e(x))�e + �[u0] · 〈”�′

j;e(x)〉|�D + ”g�j;e(x)|�N − nbu0�j;e(x)]|�D (8)

Here, n is the one-dimensional outward normal vector, i.e. n= ± 1 and the sign of b deter-
mines the convection direction. The resulting matrix is block-tridiagonal and by the constant
coe�cients (neglecting the in�uence of the boundary conditions) it can be formulated as a
block-Toeplitz matrix, i.e. as a repetition of a lower-diagonal, diagonal and an upper-diagonal
4× 4 block.
This repetition of lower-diagonal, diagonal and an upper-diagonal blocks, can be formulated

in two distinct ways. The classical approach is to order the equations and coe�cients cell-wise,
i.e. {c0;e; c2;e; c3;e; c1;e}, then we obtain for the di�usion part of the stencil

LhD u

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−1
2

0 −1
2

1− �
2

− h� 1 + �
2

+ h�
1
2

0
−1− �
2

1
2
� 0 0 0

0 0 0
1
2
� −1

2
�

2
15

1
30

0 0 0 0 0

0 0 0 0 0
1
30

2
15

−1
2
�

1
2
� 0 0 0

0 0 0
1
2
�

−1− �
2

0
1
2

1 + �
2

+ h�
1− �
2

− h� −1
2

0 −1
2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9)

while the stencil for the convection part reads (b¿ 0)

LhC u

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −1 1
2

1
12

1
12

1
2

0 0 0 0

0 0 0 0 − 1
12

0
1
60

1
12

0 0 0 0

0 0 0 0 − 1
12

− 1
60

0
1
12

0 0 0 0

0 0 0 0 −1
2

− 1
12

− 1
12

1
2

0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)

So, the discrete block-Toeplitz operator Lh for positive convection direction b reads

Lh ≡ ”
h
LhD + LhC (11)
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However, as shown in Reference [12], in view of the Fourier analysis for the multigrid
method, where prolongation and restriction operators are based on values at the cell-vertices, it
is more convenient to represent the block-Toeplitz operator (11) as a repetition of point-wise
partitioned stencils. Then, ordering the equations and coe�cients as {c3;e−1; c1;e−1; c0;e; c2;e},
we �nd again that the matrix has a block-Toeplitz structure and we �nd for the di�usion part
of the stencil

LhD u

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
1
30

2
15

−1
2
�

1
2
� 0 0 0 0 0

0
1
2
�

−1− �
2

0
1
2

1 + �
2

+ h�
1− �
2

− h� −1
2

0 −1
2

0 0

0 0 −1
2

0 −1
2

1− �
2

− h� 1 + �
2

+ h�
1
2

0
−1− �
2

1
2
� 0

0 0 0 0 0
1
2
� −1

2
�

2
15

1
30

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(12)

whereas the stencil for the convection part now reads

LhC u

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 − 1
12

− 1
60

0
1
12

0 0 0 0 0 0

0 0 −1
2

− 1
12

− 1
12

1
2

0 0 0 0 0 0

0 0 0 0 0 −1 1
2

1
12

1
12

1
2

0 0

0 0 0 0 0 0 − 1
12

0
1
60

1
12

0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13)

The fact that point-wise ordering leads again to a block-tridiagonal structure is not
automatic, but it is caused by the proper choice of basis functions as in (7). The choice
makes that the coe�cients {c3;e−1; c1;e−1; c0;e; c2;e} correspond to function values and correc-
tions on derivatives at the cell-vertices. Hence, we may interpret the coe�cients as four-valued
grid functions de�ned on a regular one-dimensional grid associated with the cell-vertices.
These degrees of freedom are also used to de�ne prolongation and restriction operators (see
Reference [12]). This, in contrast to the coe�cients {c0;e; c2;e; c3;e; c1;e}, grouped in the cell-
wise partitioned stencils, where we would have to deal with staggered information in coarse
and �ne cells.
We emphasize that, either the repetition of (9) and (10) or the repetition of (12) and (13),

represents the same block-Toeplitz matrix Lh.

3. FOURIER ANALYSIS FOR BLOCK-TOEPLITZ OPERATORS

3.1. Eigenvalues and eigenvectors of a block-Toeplitz operator

In Reference [12] we derived the Fourier analysis tools to study the smoothing behaviour of
the di�erent block-relaxation algorithms. Here, we summarize the results used in this paper.
First, we consider an elementary mode eh;!( jh)= eijh!, for all ! ∈ Th ≡ [−�=h; �=h], de�ned
on the regular in�nite one-dimensional grid

Zh= { jh|j ∈ Z; h¿0} (14)

Copyright ? 2005 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2005; 12:563–584
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Figure 1. Eigenvalue spectra of the operator L̂h(!), with �=1 and �=0: (a) convection; (b) di�usion.

Now, let Ah=(am; j) ∈ R4Z×4Z, m; j ∈ Z be an in�nite block-Toeplitz operator, i.e. (am;m+k) ≡
(a−k), for k= j −m ∈ Z and ∀m ∈ Z, then we have the identity∑

j∈Z
am; jeh;!( jh)=Âh(!)eh;!(mh)

with

Âh(!)=
∑
j∈Z
am; jei( j−m)h!=

∑
k∈Z
ake−ikh! (15)

where Âh(!) is a 4 × 4 matrix, depending on ! ∈ Th. If Âh(!) allows for an eigenvalue
decomposition Âh(!)Vh=Vh�(!), then with (Vh ⊗ eh;!)( jh)=Vh(!)eijh!, we �nd that

Ah(Vh ⊗ eh;!)=
(∑
j∈Z
am; jeh;!( jh)

)
Vh=Â(!)(Vh ⊗ eh;!)= (Vh ⊗ eh;!)�(!) (16)

Then the columns v(!)eh;!(mh) of Vh ⊗ eh;! are four-valued grid functions de�ned on (14)
and correspond to the eigenvectors of Ah, while �(!) is a family of 4× 4 diagonal matrices
with the eigenvalues of Ah at the diagonal entries.
As an example, we compute the eigenvalue spectra of the discrete Toeplitz operator (11),

where, for di�usion stencil (9) (or (12)), we take the Baumann–Oden discretization (�=1
and �=0). So, recognizing in (11) the di�erent block contributions (am; j), either in cell-wise
((9) and (10)) or in point-wise ((12) and (13)) notation, we �nd L̂h(!) by (15). And because
of (16), the four eigenvalues �i(!) as function of ! ∈ Th correspond to the eigenvalues of Lh.
Figure 1 shows the eigenvalue spectra for the case of pure convection and pure di�usion.
We see that in both cases the discrete operator is positive semi-de�nite and hence is also

positive semi-de�nite for mixed convection–di�usion. The zero eigenvalue corresponds to the
constant grid function v0 = v(!)eh;0(mh), given as a column of Vh⊗ eh;0. The di�erence in the

Copyright ? 2005 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2005; 12:563–584
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cell-wise and point-wise partitioning of (11) is re�ected in this grid function. Where for the
cell-wise partitioned stencils, the constant grid function reads

v0 = [c 0 0 c]Teh;0(mh); c ∈ R
for the point-wise partitioned stencils, the constant grid-function is represented by

v0 = [0 c c 0]Teh;0(mh); c ∈ R (17)

Because the fourth-order discretization (8), both for the Baumann–Oden DG method and
for the NIPG method is coercive [3], in our block-relaxation analysis we use these methods
for the discretization of the di�usion term.

3.2. Boundedness of an inverse block-Toeplitz operator

An important feature in our block-relaxation analysis is that the inverse of a given n × n
block-Toeplitz operator is bounded. We show this by the following simple example.
Let the stencil associated with a n× n block-Toeplitz operator be given by

Ah ∼= [−K I 0]; K ∈ Rn×n (18)

Now, writing the inverse of Ah as

A−1
h

∼= [· Kk Kk−1 · · K I 0 · · 0 0 ·] (19)

we readily see that A−1
h is bounded if and only if the n eigenvalues |�j(K)|¡1. Then, in view

of (15), we write

(Âh(!))−1 =
I

I − Ke−i!h =
∞∑
k=0
Kke−ikh!=(Â−1

h )(!) (20)

where, using (16), we �nd the eigenvalues of A−1
h . However, if |�j(K)| ¿ 1 the Fourier

analysis is not applicable to the �nite dimensional case.

4. SMOOTHING ANALYSIS

The aim of this study is to identify smoothing procedures which damp the frequencies that
cannot be damped by the coarse grid correction in the multigrid process. So, to quantify the
smoothing behaviour of simple block-relaxation procedures, we are interested in the spectral
radii and spectral norms of the two-level operator for the error. This operator reads

MTLA
h = (MREL

h )�2MCGC
h (MREL

h )�1

= (MREL
h )�2 (I − PhHL−1

H RHhLh)(M
REL
h )�1 (21)

Here, MREL
h is the error-ampli�cation operator of the smoother, �1 and �2 are the number of

pre- (post-) relaxation sweeps, respectively; MCGC
h is the ampli�cation operator of the coarse

grid correction (CGC), see e.g. References [18, 19]. PhH and RHh are the grid transfer operators
between the �ne h-grid and the coarse H -grid, where H =2h.
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Because the prolongation should keep the piece-wise cubics invariant, the operator PhH :
SH → Sh is constructed so that (PhHuH )(x)= uH (x) for all x ∈ R \Zh. Its stencil in point-wise
ordering is given by

PhH u

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
−1
8

0 0 0
1
4

3
8

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0
1
2

1
8

0 1 0 0
1
8

1
2

0 0 0 0 0 0

0 0 0 0 0 0
1
2

1
8

0 0 1 0
1
8

1
2

0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0
3
8

1
4

0 0 0
−1
8

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
Since test and trial space are the same, the restriction of the residue, RHh, is the adjoint of the
prolongation, RHh=(PhH )T. Notice that this restriction RHh for the residue is di�erent from
the restriction for the solution RHh, which is the left-inverse of PhH , de�ned in Reference [12].
The discrete operator on the coarse grid, LH , is the same operator as Lh, but on the coarse
grid. Because of the consistency of the choice of these operators, it is also the Galerkin
projection of the �ne operator: LH =RHhLhPhH .
For di�erent �1 and �2 in (21) the convergence can be studied. However, essential for

the coarse grid correction operator for the error, MCGC
h , is that it splits the high-frequency

modes into a low- and high-frequency mode on the �ne grid [20]. Therefore, we better use
the smoother before the coarse grid correction (this, in contrast to the correction operator
for the residual, for which the smoothing should be applied after the coarse grid correction).
So, we restrict ourself to a representative and simple case, where, to quantify the smoothing
behaviour of the various block-relaxation methods, we study the spectral radii and spectral
norms of MCGC

h MREL
h .

In the next section, we specify the block-Jacobi (JOR) and damped block-Gauss–Seidel
(DGS) smoothers both for point-wise and for cell-wise relaxation. We further derive Fourier
transforms of the error-ampli�cation operators in order to study their eigenvalue spectra. Then
we compute the Fourier transforms of the two-level operator MTLA

h =MCGC
h MREL

h to obtain
spectral radii and spectral norms, and we quantify the smoothing behaviour of the various
block-relaxation methods.

4.1. Block-relaxation analysis

A good smoother damps all frequencies in the error that cannot be damped by the coarse grid
correction operator MCGC

h . Therefore, the spectrum of the ampli�cation operator MREL
h must be

such that, at least the eigenvalues corresponding with these frequencies are in absolute value
less than one. In this section, we use Fourier analysis to study the ampli�cation operators
of both the cell-wise and point-wise block-Jacobi (JOR) and the damped block-Gauss–Seidel
(DGS) relaxation methods. In view of the two-level ampli�cation operator MTLA

h , studied in
Section 4.3, it is of importance that for both the cell-wise and point-wise relaxation procedures
the eigenvectors are represented as point-wise grid-functions (i.e. are associated with the cell
vertices).
Since we have shown in earlier papers [7, 12], that, in the case of pure di�usion, the point-

wise smoothers show much better smoothing behaviour than the cell-wise block-relaxation
methods, and also because for dominant di�usion (”=h¿1 in (11)), the point-wise smoothers
appear to be better in the case when the convection term acts as a small perturbation of the
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Table I. The relaxation methods.

G−1
h MREL

h = I − G−1
h Ah

JOR D−1 −D−1(L+ U )
DGSL (D + L)−1 −(D + L)−1U
DGSU (D + U )−1 −(D + U )−1L

di�usion, we restrict ourselves here mainly to the case of convection di�usion, ”=h ∈ (0; 1],
and the case of pure convection, ”=h=0.
After the introduction of the Fourier transforms for the various ampli�cation operators in this

section, in Section 4.2 we study their eigenvalue spectra for two distinct cases: convection–
di�usion (”=h=1) and pure convection (”=h=0).
For the DG method with di�usion term discretized by the Baumann–Oden method we

will observe that, in case of convection–di�usion, the point-wise ampli�cation operators have
eigenvalue spectra with many eigenvalues in absolute value smaller than one, whereas the
spectra of the cell-wise ampli�cation operators show eigenvalues in absolute value larger than
one. The cell-wise ampli�cation operators can be stabilized if an interior penalty �¿0 is used,
i.e. if we consider the NIPG discretization instead of BO discretization for the di�usion term.
For pure convection, the cell-wise ampli�cation operators show better smoothing behaviour.
For the discrete system Ahx= b we study block-relaxation methods of the type

x(k+1) = x(k) −G−1
h (Ahx

(k) − b) (22)

where G−1
h is an approximate inverse of the matrix Ah. By decomposing

Ah=L+D+U (23)

into a strictly block-lower, a block-diagonal and a strictly block-upper matrix, we easily
recognize the block-Jacobi (JOR) and block-Gauss–Seidel (DGS) relaxation methods. The
di�erent methods and their ampli�cation operators are shown in Table I.
We �rst consider decomposition (23) for the point-wise stencils (12) and (13). The stencils

corresponding with this decomposition of Ah=(am; j) are given in Table II. By (15) the Fourier
transforms of the block-diagonal operators read

L̂(!)=
(”
h
LD + LC

)
e−i!h; D̂(!)=

(”
h
DD +DC

)
; Û (!)=

(”
h
UD +UC

)
ei!h (24)

So we �nd the Fourier transform for the ampli�cation operators

[MREL
JOR = −D̂−1(L̂+ Û )

[MREL
DGSL = −(D̂+ L̂)−1Û
[MREL
DGSU = −(D̂+ Û )−1L̂

(25)

Decomposing [MREL
h (!) according to (16), we �nd the eigenvalues �i(!), i=1; : : : ; 4, ! ∈ Th

of MREL
h and the set of vector-valued eigenfunctions v(!)eh;!(mh), de�ned on the regular

in�nite one-dimensional grid associated with the cell-vertices.
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Table II. The stencils of the point-wise decomposition (12)–(13).

Di�usion Convection

LD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
1
30

0
1
2
�

−1− �
2

0

0 0 −1
2

0

0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

LC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 − 1
12

− 1
60

0 0 −1
2

− 1
12

0 0 0 0

0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

DD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2
15

−1
2
�

1
2
� 0

1
2

1 + �
2

+ h�
1− �
2

− h� −1
2

−1
2

1− �
2

− h�
1 + �
2

+ h�
1
2

0
1
2
� −1

2
�

2
15

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

DC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
1
12

0 0

− 1
12

1
2

0 0

0 −1 1
2

1
12

0 0 − 1
12

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

UD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 −1
2

0 0

0
−1− �
2

1
2
� 0

1
30

0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

UC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 0 0 0

1
12

1
2

0 0

1
60

1
12

0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

The same procedure can be applied for the cell-wise stencils (9) and (10). However, then
the eigenvectors veh;!(mh) are 4-valued grid functions associated with the cell-interiors. This
is most inconvenient if we want to transfer this information to the coarser grid. Therefore,
to also have for the cell-wise ampli�cation operators eigenvectors associated with the cell-
vertices instead, we rewrite the cell-wise decomposition in point-wise notation, by grouping
the equations and coe�cients as {c3;e−1; c1;e−1; c0;e; c2;e}. The stencils corresponding with this
decomposition are shown in Table III, where E denotes the grid-shift operator for which
Ê= ei!h. Now, with (24) and (25), we �nd the cell-wise [MREL

h (!), and the representation is
associated with the cell-vertices as needed for the two-level analysis.

4.2. Eigenvalue spectra of pure smoothers

Having found the Fourier transforms of the cell- and point-wise block-relaxation opera-
tors MREL

h in (25), we can compute their eigenvalue spectra by (16). In order to have the
block-relaxation methods independent of the convection direction, we restrict ourselves to
Jacobi and symmetric Gauss–Seidel relaxation procedures.
For the discretization of the di�usion term (11), we choose the asymmetric DG methods;

the Baumann–Oden (�=1, �=0) and the NIPG (�=1, �¿0) formulation, because these
methods, in contrast to the symmetric IPG method, do not su�er from saddle-point behaviour,
i.e. the discrete operators do not have eigenvalues with negative real part.
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Table III. The stencils of the cell-wise diagonal decomposition (9)–(10) in
point-wise ordering (i.e. grouped as {c3;e−1; c1;e−1; c0;e; c2;e}).

Di�usion Convection

LD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0
1
2
� 0 0

−1
2
E

(
1− �
2

− h�
)
E −1

2
0

0
1
2
�E 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

LC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 − 1
12

− 1
60

0 0 −1
2

− 1
12

0 0 0 0

0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

DD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2
15

−1
2
� 0

1
30
E−1

1
2

1 + �
2

+ h�
−1− �
2

E−1 0

0
−1 + �
2

E
1 + �
2

+ h�
1
2

1
30
E 0 −1

2
�

2
15

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
DC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
1
12

0 0

− 1
12

1
2

0 0

0 −E 1
2

1
12

0 0 − 1
12

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

UD ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0
1
2
�E−1 0

0 −1
2

(
1− �
2

− h�
)
E−1 −1

2
E−1

0 0
1
2
� 0

0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

UC ∼=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 0 0 0

1
12

1
2

0 0

1
60

1
12

0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

The operator E denotes a grid-shift so that Ê = ei!h.

In Figures 2–7, we show the eigenvalue spectra of Jacobi (JOR) and symmetric Gauss–
Seidel, MREL

SGSUL =M
REL
DGSUM

REL
DGSL , relaxation ampli�cation operators, for DG methods with the

di�usion term discretized by the Baumann–Oden DG method and the NIPG method with
�=10=h (this, to see the in�uence of the penalty term on the relaxation).
We �rst consider the DG method with the di�usion term discretized by the Baumann–Oden

DG method (Figures 2 and 3). We see that, similar to the pure di�usion case [12], also for
convection–di�usion the point-wise relaxation methods show much better eigenvalue spectra
than the cell-wise relaxation methods. Both the eigenvalues corresponding with low-frequency
modes (i.e. the frequencies |!|¡�=2h) and high-frequency modes (|!| ¿ �=2h that cannot
be represented on the coarse grid), lie within the unit circle in the complex plane. For the
point-wise relaxation, the only mode which cannot be damped corresponds to the constant
grid function (17). This in contrast to the cell-wise relaxation methods, which may show
ampli�cation, especially for the low-frequency modes.
Next we consider the DG method with the di�usion term discretized by the NIPG method.

We choose �=10=h to see the in�uence of the penalty term on the relaxation
(Figures 4 and 5). There is a minor in�uence of the penalty term on the point-wise relaxation
operators, but we clearly see a stabilizing e�ect on the cell-wise relaxation operators.
For the pure convection case (Figures 6 and 7), we see that the cell-wise block-relaxation

methods do better than the point-wise relaxation methods. Whereas no ampli�cation occurs in
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Figure 2. Eigenvalue spectra of [MREL
JOR (!), with �=1, �=0 and ”=h=1: (a) cell-wise relaxation;
(b) point-wise ralaxation.
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Figure 3. Eigenvalue spectra of [MREL
SGSUL

(!)= [MREL
DGSU

(!) [MREL
DGSL

(!), with �=1, �=0 and ”=h=1:
(a) cell-wise relaxation; (b) point-wise ralaxation.

case of the Jacobi relaxation, the problem is solved at once by the cell-wise symmetric block
Gauss–Seidel relaxation. This is an immediate consequence of the cell-wise upwind character
of the DG method. In this situation, the point-wise block-Jacobi diverges (Figure 6). Although
all the eigenvalues for the point-wise symmetric block-Gauss–Seidel relaxation (Figure 7)
lie within the unit circle (except for the constant mode, which has eigenvalue �=1), in
practice, no convergence is seen. This divergence for the non-periodic, �nite-dimensional
discrete system is caused by the operator Gh=L + D. It can be checked that the inverse
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Figure 4. Eigenvalue spectra of [MREL
JOR (!), with �=1, �=10=h and ”=h=1: (a) cell-wise relaxation;

(b) point-wise ralaxation.
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Figure 5. Eigenvalue spectra of [MREL
SGSUL

(!)= [MREL
DGSU

(!) [MREL
DGSL

(!), with �=1, �=10=h and ”=h=1:
(a) cell-wise relaxation; (b) point-wise ralaxation.

of the corresponding Toeplitz operator is unbounded so that relation (20) is not satis�ed.
As a consequence, the eigenvalues shown in Figure 3 do not correspond to the convergence
behaviour observed.
In the next section, we study the two-level behaviour of the cell- and point-wise block-

relaxation methods. We will observe that, in case of the DG method with di�usion term
discretized by the Baumann–Oden, only the point-wise Jacobi relaxation method is a promis-
ing smoother, while, in case of the DG method, with di�usion term discretized by the
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Figure 6. Eigenvalue spectra of [MREL
JOR (!), with ”=h=0: (a) cell-wise relaxation;

(b) point-wise ralaxation.
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Figure 7. Eigenvalue spectra of [MREL
SGSUL

(!)= [MREL
DGSU

(!) [MREL
DGSL

(!), with ”=h=0: (a) cell-wise relaxation;
(b) point-wise ralaxation.

NIPG method, the cell-wise symmetric Gauss–Seidel relaxation methods show good smoothing
behaviour.

4.3. Two-level analysis

Having studied the eigenvalue spectra of the various block-relaxation algorithms, we are now
interested in the convergence of the two-level operator (21), i.e. the cell- and point-wise JOR
and SGS block-relaxation algorithms in combination with the coarse-grid correction.
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Figure 8. Spectral radii �( [MCGC
h

[MREL
h (!)) as function of ”=h ∈ [0; 1] for the case �=1 and �=0:

(a) cell-wise relaxation; (b) point-wise ralaxation.

It follows that the Fourier transform of the coarse grid correction for the error MCGC
h reads,

with, respectively, P̂hH = P̂h and R̂Hh=R̂h, see Reference [12, p. 1027],

[MCGC
h (!) = (Îh − P̂hH L̂−1

H R̂HhL̂h)(!)=
(
I 0
0 I

)

−1
2

(
P̂hH (!)

P̂hH (!+ �=h)

)
(L̂H (!))−1(R̂Hh(!) R̂Hh(!+ �=h))

(
L̂h(!) 0
0 L̂h(!+ �=h)

)

for ! ∈ TH =T2h ≡ [−�=2h; �=2h]. Hence, [MCGC
h (!) is a 8 × 8 matrix of which, in view

of (16), the eigenvalues �i(!) correspond with the eigenvalues of MCGC
h .

Interested in the asymptotic convergence of the two-level algorithm, we compute spectral
radii of MCGC

h MREL
h for the cell- and point-wise MREL

JOR , M
REL
SGSUL =M

REL
DGSUM

REL
DGSL and M

REL
SGSLU =

MREL
DGSLM

REL
DGSU block-relaxation methods as function of the di�usion parameter ”=h ∈ [0; 1].

Notice that here MREL
h (!) is an 8×8-matrix and ! ∈ TH , which is equivalent with MREL

h (!) ∈
R4×4 and ! ∈ Th. We �nd the spectral radii of MCGC

h MREL
h by computing max! �( [MCGC

h
[MREL
h (!)), with MREL

h in point-wise notation. The asymptotic convergence factors as function
of the di�usion parameter are shown in Figures 8 and 9 for the Baumann–Oden and NIPG
method, respectively.
If we consider the convergence for the Baumann–Oden method (Figure 8), we see that the

two-level operator with the point-wise Jacobi smoother shows good convergence (�¡0:5) in
the range of ”=h¿0:1. Furthermore, this two-level algorithm is stable on the whole interval
”=h ∈ [0;∞]. With the cell-wise Jacobi smoother the two-level operator shows good conver-
gence in case of pure convection and convection-dominated problems, ”=h ∈ [0; 0:1], however,
the convergence is very poor in case of convection–di�usion (”=h¿0:1).
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Figure 9. Spectral radii �( [MCGC
h

[MREL
h (!)) as function of ”=h ∈ [0; 1] for the case �=1 and �=10=h:

(a) cell-wise relaxation; (b) point-wise ralaxation.

If we consider the symmetric Gauss–Seidel smoothers (Figure 8), in case of the cell-wise
block-relaxation methods we see that the spectral radius is generally larger than one and grows
without bound in the neighbourhood of 	=h ≈ 0:35. We �nd �¡1 only for 	=h¡ 1

4 . In view
of this result, we might expect that these two-level algorithms show acceptable convergence
for the range of ”=h ∈ 〈0; 0:2]. (In case of pure convection the problem is solved at once,
due to the cell-wise upwind character of the DG method.) However, in practice, the two-level
algorithms diverge because relation (20) does not hold for the operator Gh=L + D in the
down-wind Gauss–Seidel relaxation method (see Section 3.2). Namely, it is easily checked
that the inverse of the corresponding Toeplitz operator Gh=L+D is unbounded.
A similar situation occurs if we consider the two-level algorithms with the point-wise

symmetric Gauss–Seidel smoothers (Figure 8). We may expect good convergence (�¡0:1)
for the range ”=h¿0:6. However, in the range ”=h ∈ [0; 0:5], the �nite-dimensional two-level
algorithms diverge, again due to the fact that the operator Gh=L + D in the down-wind
Gauss–Seidel relaxation method has an unbounded inverse.
Now, considering the convergence for the NIPG method in Figure 9, we clearly see the

stabilizing e�ect of the penalty term (�=10=h) on the cell-wise symmetric Gauss–Seidel
smoothers. The transition point (”=h ≈ 0:35), after which the Toeplitz operator Gh=L + D
has an unbounded inverse, has vanished and relation (20) is restored. So we may expect an
overall good convergence (�¡0:3) for the whole range ”=h ∈ [0;∞]. However, the in�uence
of the penalty term on the point-wise block-relaxation algorithms is small: the transition point
”=h ≈ 0:5 does not vanish; for smaller values of 	=h the corresponding �nite-dimensional
two-level algorithm diverges.
In view of the above analysis, we conclude that for the Baumann–Oden method, if no

interior penalty term is used, the point-wise Jacobi algorithm is a good smoother, provided
that for ”=h ∈ [0; 0:5] the problem is solved with su�cient accuracy on the coarser mesh
(since the smoother alone diverges). Overall good asymptotic convergence of multigrid cycles
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Table IV. The spectral radii �(MCGC
h MREL

JOR ), for di�erent cases
of the di�usion parameter ”=h.

Point-wise relaxation

”=h 0 1=4 1=2 3=4 1

�(MCGC
h MREL

JOR ) 0.802 0.363 0.419 0.431 0.435

The di�usion term is discretized by the Baumann–Oden DG method.

Table V. The spectral radii �(MCGC
h MREL

SGSUL) and �(M
CGC
h MREL

SGSLU ), for di�erent
cases of the di�usion parameter ”=h.

Cell-wise relaxation

”=h 0 1=4 1=2 3=4 1

�(MCGC
h MREL

SGSUL) 0.000 0.150 0.205 0.231 0.243

�(MCGC
h MREL

SGSLU ) 0.000 0.274 0.273 0.279 0.281

The di�usion term is discretized by the NIPG method with �=10=h.

is found when cell-wise symmetric Gauss–Seidel smoothers are used, and the discretization
method is stabilized by the interior penalty term, i.e. if the NIPG discretization is used.
Given the above results, we further restrict ourselves to the more promising methods. The

spectral radii, corresponding with Figures 8 and 9, of the point-wise MCGC
h MREL

JOR and cell-wise
MCGC
h MREL

SGSUL and M
CGC
h MREL

SGSLU (with �=10=h) for ”=h=0; 1=4; 1=2; 3=4; 1, are shown in the
Tables IV and V.
We see that the point-wise two-level algorithm shows acceptable convergence (� ≈ 0:4)

for the various cases of mixed convection–di�usion. However in case of pure convection,
the convergence is somewhat poor (� ≈ 0:8). The cell-wise two-level algorithms show good
convergence both for mixed convection–di�usion and for pure convection (�¡0:3).
Because the spectral radius only predicts the asymptotic rate of convergence, next we

check if the methods achieve convergence within a few iteration steps. For this purpose, we
compute the 2-norm of the two-level operator. Since both the asymmetric Baumann–Oden and
the NIPG formulation are adjoint inconsistent [3], which is re�ected in Fourier analysis by
unbounded ‖ [MCGC

h
[MREL
h (!)‖2 for vanishing !, cf. Reference [12], we compute the 2-norm of

the two-level operator for the residue,

M
REL
h M

CGC
h =LhMREL

h L−1
h LhM

CGC
h L−1

h

The spectral norms of the point-wise unpenalized M
REL
JORM

CGC
h and the penalized (�=10=h)

cell-wise M
REL
SGSULM

CGC
h and M

REL
SGSULM

CGC
h are shown in Tables VI and VII for the di�usion

parameters ”=h=0; 1=4; 1=2; 3=4; 1.
We see that, in case of convection–di�usion, for the point-wise Jacobi two-level algorithm

the reduction of the residue is guaranteed, from the third iteration step on (Table VI), except
for the case of pure convection, where the spectral norm is still large. However, in the next
section, we see that this large 2-norm is a conservative upperbound. By the in�uence of the
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Table VI. The spectral norm �max after, respectively, one, two and three iterations for the
residue, for di�erent cases of the di�usion parameter ”=h.

Point-wise relaxation

”=h 0 1=4 1=2 3=4 1

‖MREL
JORM

CGC
h ‖ 17:656 4:748 2:600 2:040 1:829

‖(MREL
JORM

CGC
h )2‖ 24:788 2:265 1:131 0:887 0:797

‖(MREL
JORM

CGC
h )3‖ 18:671 0:569 0:443 0:374 0:343

The di�usion term is discretized by the Baumann–Oden DG method.

Table VII. The spectral norm �max after, respectively, one and two iterations for the residue,
for di�erent cases of the di�usion parameter ”=h.

Cell-wise relaxation

”=h 0 1=4 1=2 3=4 1

‖MREL
SGSULM

CGC
h ‖ 0:000 1:972 1:798 1:804 1:793

‖(MREL
SGSULM

CGC
h )2‖ 0:000 0:360 0:358 0:367 0:379

‖MREL
SGSLU M

CGC
h ‖ 0:000 1:370 1:459 1:557 1:601

‖(MREL
SGSLU M

CGC
h )2‖ 0:000 0:408 0:462 0:460 0:454

The di�usion term is discretized by the NIPG method with �=10=h.

boundary condition, in the �nite-dimensional case the two-level algorithm already converges
within a few iteration steps.
In Table VII, we see for the penalized cell-wise symmetric Gauss–Seidel smoothers that

the reduction in the residue is guaranteed after two iteration steps.

5. NUMERICAL RESULTS

In this section, we check the theoretical convergence behaviour by numerical experiments,
where we restrict ourselves to the more promising two-level algorithms with the unpenalized
point-wise Jacobi smoother and the cell-wise penalized symmetric Gauss–Seidel smoothers
(�=10=h). For this purpose, we consider the convection–di�usion equation on [0; 1],

−”uxx + ux=1 with u(0)=0; u(1)=0; 	¿ 0

which for ”� 1 has a sharp boundary layer-type solution, given by

u= x − e x=” − 1
e1=” − 1 ; x ∈ [0; 1]

For the discrete system we use the polynomial basis (7) and we take h=2−7. As ini-
tial approximation we choose the vector u0h=[1000; : : : ; : : : ; 1000], i.e. a large constant grid
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Figure 10. log(‖dh‖2) as function of iterations for the two-level operator on the error with the unpenal-
ized point-wise Jacobi smoother and penalized cell-wise symmetric Gauss–Seidel smoothers �=10=h:

(a) 	=h=0; (b) 	=h=1.

function, not satisfying the boundary conditions. For, respectively, the point-wise Jacobi and
the cell-wise symmetric Gauss–Seidel relaxation, we apply a single pre-relaxation sweep

ui+1h;PRE = u
i
h;PRE +G

−1
h (fh − Lhuih;PRE)

where G−1
h is the approximate inverse of Lh as given in Table I. We solve the problem on

the coarse grid H =2−6, during the coarse grid correction

ui+1h = ui+1h;PRE + PhHL
−1
H RHh(fh − Lhui+1h;PRE)

To be consistent with the Fourier analysis [12], we measure the residue in the 2-norm

‖dh‖2 = ‖fh − Lhuh‖2 =
√

128∑
e=1

4∑
j=1
d2he; j

The convergence plots for unpenalized point-wise MCGC
h MREL

JOR and the penalized cell-wise
MCGC
h MREL

SGSUL and M
CGC
h MREL

SGSLU with di�usion parameters ”=h=0; 1 are shown in Figure 10.
The convergence factors observed, for di�usion parameters ”=h=0; 1=4; 1=2; 3=4; 1 are shown
in Tables VIII and IX.
We see that, in case of pure convection, the two-level operator with the point-wise Ja-

cobi smoother converges from the �rst iteration step, regardless the large 2-norm shown in
Table VI. The cell-wise symmetric Gauss–Seidel smoothers solve the problem at once, because
of the cell-wise upwind character of the DG method. Also in case of convection–di�usion,
convergence is observed from the �rst iteration step. Furthermore, in all cases of convection–
di�usion, the observed convergence factors coincide very well with the spectral radii shown
in Tables IV and V.
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Table VIII. Numerically obtained convergence factors, corresponding with
�(MCGC

h MREL
JOR ), for di�erent cases of ”=h.

Point-wise relaxation

”=h 0 1=4 1=2 3=4 1

MCGC
h MREL

JOR 0:80 0:36 0:42 0:43 0:44

The di�usion term is discretized by the Baumann–Oden DG method.

Table IX. Numerically obtained convergence factors, corresponding with �(MCGC
h MREL

SGSUL)
and �(MCGC

h MREL
SGSLU ), for di�erent cases of the di�usion parameter ”=h.

Cell-wise relaxation

”=h 0 1=4 1=2 3=4 1

MCGC
h MREL

SGSUL 0:000 0:14 0:20 0:23 0:25

MCGC
h MREL

SGSLU 0:000 0:27 0:27 0:27 0:28

The di�usion term is discretized by the NIPG method with �=10=h.

6. CONCLUSION

Having shown in earlier papers [7, 12] that straightforward multigrid (MG) is quite e�ective
for the solution of the Poisson equation discretized by higher order discontinuous Galerkin
(DG) methods, we now study the convergence of MG for the solution of the convection–
di�usion equation.
For the generic fourth-order discretization we consider DG methods with the di�usion term

discretized by the asymmetric Baumann–Oden (BO) or the non-symmetric interior penalty
method (NIPG) because these methods yield positive de�nite discrete operators. We study
classical multigrid iteration with simple block-relaxation (Jacobi or symmetric Gauss–Seidel)
as smoothing procedure. We distinguish two essentially distinct types of block-relaxation al-
gorithms: the classical block-relaxation methods based using a cell-wise partitioning of the
discretization matrix, and the new block-relaxation methods based on point-wise partitioning.
By Fourier analysis we show that a robust method, applicable in the whole range of

convection–di�usion, dominating convection and pure convection, with acceptable MG con-
vergence, can only be achieved for the Baumann–Oden method if point-wise block-Jacobi
smoothing is applied and the problem is solved with su�cient accuracy on the coarser mesh.
However, MG with classical cell-wise symmetric Gauss–Seidel smoothing is quite e�ective

for the NIPG method. Here convergence factors �¡0:3 are found for the whole range of
convection–di�usion to pure convection. Moreover, an analysis of the two-level spectral norm
shows that an reduction of the residue is guaranteed within two iteration steps.
Thus, the present analysis justi�es the use of an interior penalty term in higher order DG

methods when MG is applied for the solution of the convection–di�usion equation.
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