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## 1. Introduction

Classically, there exists a strong connection between optimization and geometry. Often, a set of options ('feasible solutions') can be represented by vectors in euclidean space, and a search process for an optimal option ('option solution') can be seen as a trip in space. The geometric nature of optimization methods like the simplex method, the gradient method, the ellipsoid method, the cutting plane method, is suggested already by their names. Thus optimization illustrates once more that Descartes' idea of analytic geometry can be used in turn to study analytic problems geometrically.

The above being well-known for linear and nonlinear optimization, where the feasible solutions generally give a continuous, sometimes even convex, region in space, the purpose of this paper is to show the geometric character also of several methods and results in combinatorial optimization, where the feasible solutions, in the first instance, yield a discrete, discontinuous set.

Among the geometric methods and results used in combinatorial optimization we discuss are:

- the representation of combinatorial optimization problems by polyhedra;
- the ellipsoid method;
- the basis reduction method for lattices;
- the cutting plane method;
- the results of Tutte and Seymour on the representation and decomposition of geometric configurations in projective spaces over GF(2).

We illustrate these ideas by some applications - we focus on two problems (the matching problem and the coclique problem), but the methods have a much wider applicability (like to trees (directed or undirected), one- and
multicommodity flows, coverings, directed cuts, cliques, disjoint paths in graphs, the traveling salesman problem, the acyclic subgraph problem).

## 2. Representing combinatorial optimization problems by polyhedra

The idea of using polyhedra in combinatorial optimization is simple. Suppose we have a collection $\mathscr{F}$ of subsets of a finite set $S$. (For instance, $\mathscr{F}$ is the collection of matchings in a given graph $G=(V, E)$.) Moreover, a function $c: s \rightarrow \mathbb{Z}$ is given, and we wish to find

$$
\begin{equation*}
\max _{U \in \widetilde{\Im}} \sum_{s \in U} c(s) \tag{1}
\end{equation*}
$$

being a generic form of a combinatorial optimization problem. (In the example above, it amounts to finding a matching of maximum 'weight'.) Usually, the collection $\mathscr{F}$ is too large to evaluate every $U$ in $\mathscr{F}$ to determine the maximum. 'Too large' here means with respect to the data structure given (like the number of matchings in a graph is exponentially large in the size of the graph). One should find a method more efficient than this 'brute force' method.

We can represent each subset $U$ of $S$ by its characteristic vector $\chi^{U}$ in $\{0,1\}^{S}$, i.e., $\left(\chi^{U}\right)_{s}=1$ if $s \in U$, and 0 otherwise. Moreover, the function $c$ can be considered as a vector in $\mathbb{R}^{S}$. Then problem (1) becomes:

$$
\begin{equation*}
\max \left\{c^{T} \chi^{U} \mid U \in \mathscr{F}\right\} . \tag{2}
\end{equation*}
$$

Clearly, the maximum value in (2) is equal to

$$
\begin{equation*}
\max \left\{c^{T} x \mid x \in \text { conv.hull }\left\{\chi^{U} \mid U \in \mathscr{F}\right\}\right\} \tag{3}
\end{equation*}
$$

where conv.hull denotes the convex hull in $\mathbb{R}^{S}$. Since conv.hull $\left\{\chi^{U} \mid U \in \mathscr{F}\right\}$ is a convex polytope, there exists a matrix $A$ and a column vector $b$ such that this polytope is equal to $\{x \mid A x \leqslant b\}$ (where the columns of $A$ are indexed by the elements of $S$ ). This implies that (3) is equal to

$$
\begin{equation*}
\max \left\{c^{T} x \mid A x \leqslant b\right\} \tag{4}
\end{equation*}
$$

This way we have transformed the combinatorial optimization problem (1) into a linear programming problem, and we can appeal to linear programming methods to solve the combinatorial problem. We could use the simplex method to solve (4) and hence (1) (note that the simplex method gives a vertex of $\{x \mid A x \leqslant b\}$ as optimal solution, which corresponds to the optimal set in $\mathscr{F}$ ). Alternatively, one could apply the ellipsoid method for linear programming, which is not a practical method, but which can yield that (1) is solvable in polynomial time.
The mathematical problem now is to determine $A$ and $b$, given $\mathscr{F}$. Although the system $A x \leqslant b$ clearly always exists, there is the problem that in many cases the polytope conv.hull $\left\{\chi^{U} \mid U \in \mathscr{F}\right\}$ has an enormous number of facets, often too difficult to describe. The application of linear programming methods will be helpful only in case the system $A x \leqslant b$ is decent enough - decent in the sense to be described in Section 3 below.

As we shall see also in Section 3, if we are interested in the polynomial-time
solvability of combinatorial optimization problems of type (1) (and in fact, we are), the above approach of replacing $\mathscr{F}$ by conv.hull $\left\{\chi^{U} \mid U \in \mathscr{F}\right\}$ is, at least implicitly, unavoidable.

As a theoretical by-product, if we have written (1) as the LP-problem (4), we can apply the Duality theorem of linear programming to (4), saying:

$$
\begin{equation*}
\max \left\{c^{T} x \mid A x \leqslant b\right\}=\min \left\{y^{T} b \mid y \geqslant 0, y^{T} A=c^{T}\right\} \tag{5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\max _{U \in \mathscr{F}} \sum_{s \in U} c(s)=\min \left\{y^{T} b \mid y \geqslant 0, y^{T} A=c^{T}\right\} \tag{6}
\end{equation*}
$$

which is a min-max relation for the combinatorial problem. If we can prove that the minimum in (6) has an integer solution, we obtain a purely combinatorial min-max relation.

## 3. Application of the ellipsoid method

The ellipsoid method was shown by Khachiyan [15] to solve linear programming problems in polynomial time. In this section we discuss an application of the ellipsoid method to combinatorial optimization.

An (undirected) graph is a pair $G=(V, E)$, where $V$ is a finite set and $E$ is a collection of unordered pairs from $V$. The elements of $V$ and $E$ are called vertices and edges, respectively.

Suppose we are given, for each graph $G=(V, E)$, a collection $\mathscr{F}_{G}$ of subsets of $E$. For example:
(i) $\mathscr{F}_{G}$ is the collection of matchings in $G$ (a matching is a collection of pairwise disjoint edges);
(ii) $\mathscr{F}_{G}$ is the collection of trees in $G$ (a tree is a connected set of edges not containing a circuit);
(iii) $\mathscr{F}_{G}$ is the collection of Hamilton circuits in $G$ (a Hamilton circuit is a circuit containing each vertex of $G$ exactly once).
With the family ( $\mathscr{F}_{G} \mid G$ graph) we can associate the following problem:
Optimization problem: Given a graph $G=(V, E)$ and $c \in \mathbb{Q}^{E}$,
find $E^{\prime} \in \mathscr{F}_{G}$ maximizing $\Sigma_{e \in E^{\prime}} c(e)$.
So if ( $\mathscr{F}_{G} \mid G$ graph) is as in (i), (ii) and (iii), problem (8) amounts to the problems of finding a maximum weighted matching, a maximum weighted tree, and a maximum weighted Hamilton circuit, respectively. The last problem is the well-known traveling salesman problem (note that by replacing $c$ by $-c$, (8) becomes a minimization problem).
Clearly, for each collection ( $\mathscr{F}_{G} \mid G$ graph $)$, problem (8) forms a class of problems of type (1).

Especially, we are interested for which families ( $\mathscr{F}_{G} \mid G$ graph) problem (8) is solvable in polynomial time (or polynomially solvable), i.e., solvable by an algorithm whose running time is bounded by a polynomial in the input size, which is

$$
|V|+|E|+\operatorname{size}(c)
$$

Here $\operatorname{size}(c):=\Sigma_{e \in E} \operatorname{size}(c(e))$, where the size of a rational number $p / c$ $\log _{2}(|p|+1)+\log _{2}(|q|)$. So size (c) is about the space needed to specify $c$ binary notation.

If ( $\mathscr{F}_{G} \mid G$ graph) is as in (7) (i) or (ii), problem (8) is polynomially solvable it is as in (iii) no polynomial-time algorithm has been found, and it is a gen belief that no such algorithm exists (see also the Remark below).

It has been shown by Grötschel, Lovász and Schrijver [11] that, for : fixed family ( $\mathscr{F}_{G} \mid G$ graph $)$, (8) is polynomially solvable, if and only if the lowing problem is solvable in polynomial time:

Separation problem: Given a graph $G=(V, E)$ and $x \in \mathbb{Q}^{E}$, determine if $x$ belongs to conv.hull $\left\{\chi^{F} \mid F \in \mathscr{F}_{G}\right\}$, and if not, find a separating hyperplane.

Again 'polynomial-time' means: with running time bounded by a polynon in $|V|+|E|+\Sigma_{e \in E} \operatorname{size}(x(e))$.

Theorem 1. For any collection ( $\mathscr{F}_{G} \mid G$ graph), the optimization problem (8), polynomially solvable, if and only if the separation problem (10) is polynomi. solvable.

The theorem implies that with respect to the question of polynomial-time : vability, the approach described in Section 2 (studying the convex hull) is m or less essential: a combinatorial optimization problem is polynomially sc able if and only if the corresponding convex hull can be decently described the sense of the polynomial solvability of the separation problem. This ( also be used in the negative: if a combinatorial optimization problem is polynomially solvable (maybe the traveling salesman problem), then corresponding polytopes have no decent description.

Theorem 1 is proved with the help of the ellipsoid method, for which refer to the books by Grötschel, Lovász and Schrijver [12] and Schriy [22]. The ellipsoid method does not give practical algorithms, but in some ca with Theorem 1 the polynomial solvability of a combinatorial optimizat problem was proved, which next formed a motivation for finding a practi polynomial-time algorithm for the problem.

There are several variations of Theorem 1. For instance, a similar res holds if we consider collections $\mathscr{F}_{G}$ of subsets of the vertex set $V$, instead subsets of the edge set $E$. E.g., we could take:
$\mathscr{F}_{G}$ is the collection of all cocliques of $G$ ( a coclique is a set of vertices which are pairwise not adjacent).

Moreover, a similar theorem holds if we consider classes $\left(\mathscr{F}_{G} \mid G \in \mathcal{G}\right)$, where $\mathfrak{6}$ a subcollection of the set of all graphs. Similarly, we can consider direc graphs.

Remark. The question $N P=P$ ? amounts to the following. Call a class $\left(\mathscr{F}_{G} \mid G\right.$ graph) polynomially recognizable if there exists a polynomial-time algorithm for the following problem:

$$
\begin{equation*}
\text { given } G=(V, E) \text { and } F \subseteq E \text {, decide if } F \text { belongs to } \mathscr{F}_{G} . \tag{12}
\end{equation*}
$$

It is not difficult to see that each of the examples in (7) gives a polynomially recognizable class.

Now one has:
$N P=P$, if and only if for each polynomially recognizable class $\left(\mathscr{F}_{G} \mid G\right.$ graph $)$ the optimization problem is polynomially solvable.

There seems no reason to believe that for every polynomially recognizable class the optimization problem is polynomially solvable. However, no counterexample has been found. It has been shown by Cook [4] and Karp [14] that the traveling salesman problem (and several other classical combinatorial optimization problems) is NP-complete. It implies: if the traveling salesman problem is polynomially solvable, then for every polynomially recognizable class the optimization problem is polynomially solvable. This is one of the reasons why a lot of research has been spent on the traveling salesman problem.

## 4. Lattice basis reduction, simultaneous diophantine approximation and strongly polynomial algorithms

The basis reduction method for lattices was given by Lenstra, Lenstra and Lovász [16]. It solves the following problem:
given a nonsingular rational $n \times n$-matrix $A$, find a basis
$b_{1}, \ldots, b_{n}$ for the lattice generated by the columns of $A$ satisfying

$$
\left\|b_{1}\right\| \cdot \ldots \cdot\left\|b_{n}\right\| \leqslant 2^{\frac{1}{4} n(n-1)}|\operatorname{det} A|
$$

in time bounded by a polynomial in $\operatorname{size}(A):=\Sigma_{i, j} \operatorname{size}\left(a_{i j}\right)$. Here the lattice generated by $a_{1}, \ldots, a_{n}$ is the set of vectors $\lambda_{1} a_{1}+\ldots+\lambda_{n} a_{n}$ with $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}$. Any linearly independent set of vectors generating the lattice is called a basis for the lattice.

The basis reduction method has several applications in linear and integer programming, in number theory and in cryptography. One consequence is a polynomial-time algorithm for simultaneous diophantine approximation:

Theorem 2. There exists a polynomial-time algorithm which for given vector $a \in \mathbb{Q}^{n}$ and rational $\epsilon$ with $0<\epsilon<1$, finds an integer vector $p$ and an integer $q$ satisfying

$$
\begin{equation*}
\left\|a-\frac{1}{q} p\right\|<\frac{\epsilon}{q} \text { and } 1 \leqslant q \leqslant 2^{\frac{1}{4} n(n+1)} \epsilon^{-n} . \tag{15}
\end{equation*}
$$

This can be seen by applying the basis reduction method to the matrix

$$
A:=\left(\begin{array}{lllll}
1, ~ & & & \alpha_{1}  \tag{16}\\
& \ddots & & & \vdots \\
& \ddots & , & & : \\
& & & 1 & \alpha_{n} \\
\hline 0 & \ldots \ldots & & 0 & 2^{-\frac{1}{4} n(n+1)} \epsilon^{n+1}
\end{array}\right]
$$

denoting $a=:\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{T}$.
Frank and Tardos [6] showed that this simultaneous diophantine approximation method yields so-called strongly polynomial algorithms. The ellipsoid method discussed in Section 3 can derive a polynomial-time algorithm for the optimization problem (8) from a polynomial-time algorithm for the separation problem (10), and vice versa. The polynomial-time algorithms for (8) derived perform a number of arithmetic operations, which number is bounded by a polynomial in (9). (Arithmetic operations here are: addition, subtraction, multiplication, division and comparison of numbers.) Although this does not conflict the definition of 'polynomial-time', it would be preferable if the size of the 'cost' function $c$ only influences the size of the numbers occurring when executing the algorithm, but not the number of arithmetic operations. Therefore, an algorithm for the optimization problem (8) is called strongly polynomial if it consists of a number of arithmetic operations, bounded by a polynomial in $|V|+|E|$, on numbers of size bounded by a polynomial in $|V|+|E|+\operatorname{size}(c)$.

Frank and Tardos now showed however the equivalence of the two concepts when applied to (8):

Theorem 3. For any class $\left(\mathscr{F}_{G} \mid G\right.$ graph $)$, there exists a polynomial-time algorithm for the optimization problem (8), if and only if there exists a strongly polynomial algorithm for (8).

Proof. The 'if' part being trivial, we sketch a proof of the 'only if' part. Suppose (8) is polynomially solvable for a certain class ( $\mathscr{F}_{G} \mid G$ graph). Let $G=(V, E)$ and $c \in \mathbb{Q}^{E}$ be given as input for (8). Determine vectors $c_{1}, c_{2}, \ldots$ successively as follows. $c_{1}:=c$. Suppose $c_{1}, \ldots, c_{i}$ has been found. If $c_{i} \neq \mathbf{0}$, let

$$
\begin{equation*}
v:=2^{-5 n^{2}}\left\lfloor\frac{2^{5 n^{2}}}{\left\|c_{i}\right\|_{\infty}} c_{i}\right\rfloor, \tag{17}
\end{equation*}
$$

where $n:=|E|$, and where $\rfloor$ denotes component-wise lower integer parts. By the method of Theorem 2 we can find $u_{i} \in \mathbb{Z}^{n}$ and $q_{i} \in \mathbb{Z}$ such that

$$
\begin{equation*}
\left\|v-\frac{1}{q_{i}} u_{i}\right\|_{\infty}<\frac{1}{q_{i}} \cdot \frac{1}{2 n} \text { and } 1 \leqslant q_{i} \leqslant 2^{\frac{1}{4} n(n+1)}(2 n)^{n} \tag{18}
\end{equation*}
$$

(taking $\epsilon:=1 / 2 n$ ). Note that

$$
\begin{equation*}
\left\|u_{i}\right\|_{\infty} \leqslant q_{i} \leqslant 2^{n^{2}}(2 n)^{n} \tag{19}
\end{equation*}
$$

since $\|v\|_{\infty}=1$. Let

$$
\begin{equation*}
c_{i+1}:=c_{i}-\frac{\left\|c_{i}\right\|_{\infty}}{q_{i}} u_{i} \tag{20}
\end{equation*}
$$

If $c_{i+1}=\mathbf{0}$, stop. Otherwise, repeat with $i$ replaced by $i+1$.
Since $c_{i+1}$ has at least one 0 -component more than $c_{i}$ has, as one easily derives from (17), (18) and (20), the algorithm stops after $k \leqslant n$ iterations. Let $c_{1}, \ldots, c_{k}$ be the sequence generated. Note that by (20),

$$
\begin{equation*}
c=\frac{\left\|c_{1}\right\|_{\infty}}{q_{1}} u_{1}+\frac{\left\|c_{2}\right\|_{\infty}}{q_{2}} u_{2}+\ldots+\frac{\left\|c_{k}\right\|_{\infty}}{q_{k}} u_{k} \tag{21}
\end{equation*}
$$

Now define:

$$
\begin{equation*}
\tilde{c}:=2^{5 n^{2}(k-1)} u_{1}+2^{5 n^{2}(k-2)} u_{2}+\ldots+2^{5 n^{2}} u_{k-1}+u_{k} \tag{22}
\end{equation*}
$$

The vector $\tilde{c}$ has the following property:

$$
\begin{equation*}
\text { for each vector } x \in\{0, \pm 1\}^{n}: \text { if } c^{T} x<0 \text { then } \tilde{c}^{T} x<0 \tag{23}
\end{equation*}
$$

Indeed, let $x \in\{0, \pm 1\}^{n}$ with $c^{T} x<0$. Choose the smallest $i$ with $u_{i}^{T} x \neq 0$ ( $i$ exists by (21)). Then

$$
\begin{equation*}
c_{i}^{T} x=\left(c-\frac{\left\|c_{1}\right\|_{\infty}}{q_{1}} u_{1}-\ldots-\frac{\left\|c_{i-1}\right\|_{\infty}}{q_{i-1}} u_{i-1}\right)^{T} x=c^{T} x<0 \tag{24}
\end{equation*}
$$

Hence

$$
\begin{align*}
u_{i}^{T} x & =\left(u_{i}-q_{i} v\right)^{T} x+q_{i}\left(v-c_{i}\right)^{T} x+q_{i} c_{i}^{T} x  \tag{25}\\
& <\left\|u_{i}-q_{i} v\right\|_{\infty} \cdot\|x\|_{1}+q_{i} \cdot\left\|v-c_{i}\right\|_{\infty} \cdot\|x\|_{1} \\
& \leqslant \frac{1}{2 n} n+2^{n^{2}}(2 n)^{n} 2^{-5 n^{2}} n \leqslant 1
\end{align*}
$$

implying $u_{i}^{T} x \leqslant-1$ (as $u_{i}$ is integral and $u_{i}^{T} x \neq 0$ ). Therefore,

$$
\begin{align*}
\tilde{c}^{T} x & =2^{5 n^{2}(k-i)} u_{i}^{T} x+2^{5 n^{2}(k-i-1)} u_{i+1}^{T} x+\ldots+u_{k}^{T} x  \tag{26}\\
& \leqslant-2^{5 n^{2}(k-i)}+n \cdot 2^{5 n^{2}(k-i-1)} \cdot 2^{4 n^{2}} \\
& =2^{5 n^{2}(k-i)}\left(-1+n \cdot 2^{-n^{2}}\right)<0
\end{align*}
$$

(using $u_{j}^{T} x \leqslant\left\|u_{j}\right\|_{\infty} \cdot\|x\|_{1} \leqslant 2^{n^{2}}(2 n)^{n} n \leqslant 2^{4 n^{2}}$ - cf. (19)). This proves (23).
Having determined $\tilde{c}$, give the input $G=(V, E)$ and $\tilde{c} \in \mathbb{Z}^{E}$ to the polynomial-time algorithm for (8). It gives a set $F$ in $\mathscr{F}_{G}$ maximizing $\Sigma_{e \in F} \tilde{c}(e)$. Then $F$ also maximizes $\Sigma_{e \in F} c(e)$. For suppose $\Sigma_{e \in F^{\prime}} c(e)>\Sigma_{e \in F} c(e)$ for some $F^{\prime} \in \mathscr{F}_{G}$. Then $c^{T}\left(\chi^{F}-{\underset{\sim}{x}}^{F^{\prime}}\right)<0$. By (23), $\tilde{c}^{T}\left(\chi^{F}-\chi^{F^{\prime}}\right)<0$, contradicting the fact that $F$ maximizes $\Sigma_{e \in F} \tilde{\tilde{c}}(e)$.

The whole procedure consists of a number of arithmetic operations bounded by a polynomial in $|V|+|E|$. Indeed, $v$ in (17) can be determined by binary search by $5 n^{2}+1$ comparisons (for each coordinate). The method of Theorem

2 applied to $v$ and $\epsilon=1 / 2 n$ takes time bounded by a polynomial in $\operatorname{size}(\nu)=\theta\left(n^{3}\right)$ and $\operatorname{size}(\epsilon)=\theta(\log n)$. Finally, the algorithm for the optimization problem applied to $G$ and $\tilde{c}$ takes time bounded by a polynomial in $|V|+|E|$ and $\operatorname{size}(\tilde{c})=O\left(n^{6}\right)$ (by (19) and (21)). Concluding, we have a strongly polynomial algorithm for (8).

A similar result holds for the separation problem (10).

## 5. Totally unimodular matrices and bipartite graphs

We now come to some concrete examples of polyhedral characterizations. A prime technique in deriving polyhedral results is based on 'total unimodularity' of matrices. A matrix is called totally unimodular if each subdeterminant belongs to $\{0,+1,-1\}$. In particular, each entry in a totally unimodular matrix belongs to $\{0,+1,-1\}$.

The following is not difficult to see.
Theorem 4. Let $A$ be a totally unimodular $m \times n$-matrix, and let $b$ be an integral column vector in $\mathbb{R}^{m}$. Then each vertex of the polyhedron $\{x \mid A x \leqslant b\}$ is integral.

Proof. Let $x^{*}$ be a vertex of $\{x \mid A x \leqslant b\}$. Then there exists a nonsingular $m \times m$-submatrix $A^{\prime}$ of $A$, with corresponding part $b^{\prime}$ of $b$, so that $A^{\prime} x^{*}=b^{\prime}$. Hence $x^{*}=\left(A^{\prime}\right)^{-1} b^{\prime}$. As $\operatorname{det} A^{\prime}= \pm 1$, it follows that $x^{*}$ is integral.

This theorem and extensions characterizing total unimodularity were given by Hoffman and Kruskal [13].

Let $G=(V, E)$ be a bipartite graph, i.e., an undirected graph whose vertex set $V$ can be split into two classes $V^{\prime}$ and $V^{\prime \prime}$ so that each edge consists of a vertex in $V^{\prime}$ and a vertex in $V^{\prime \prime}$. Let $A$ be the incidence matrix of $G$, i.e., $A$ is the $V \times E$ - matrix with 1 in position $(v, e)$ if $v \in e$, and 0 otherwise.

Theorem 5. The incidence matrix of a bipartite graph is totally unimodular.
Proof. Let $B$ be an $m \times m$-submatrix of $A$. We show $\operatorname{det} B \in\{0, \pm \mathrm{l}\}$ by induction on $m$, the case $m=1$ being trivial. If $B$ contains an all-zero column, then $\operatorname{det} B=0$. If $B$ contains a column with exactly one 1 , we can expand $\operatorname{det} B$ by this column, yielding $\operatorname{det} B= \pm \operatorname{det} B^{\prime}$ for some $(m-1) \times(m-1)$-submatrix $B^{\prime}$ of $B$. Then by induction $\operatorname{det} B \in\left\{0_{2} \frac{ \pm 1}{B^{\prime}}\right\}$. If each column of $B$ contains exactly two l's, we can decompose $B$ as $\left[\begin{array}{l}B^{\prime} \\ B^{\prime \prime}\end{array}\right]$ so that each column of $B^{\prime}$ has exactly one 1 , and similarly for $B^{\prime \prime}$ (possibly after permuting rows of $B$ ). Then $(1, \ldots, 1,-1, \ldots,-1)\left[\begin{array}{l}B^{\prime} \\ B^{\prime \prime}\end{array}\right]=\mathbf{0}$, and hence $\operatorname{det} B=0$.
Theorems 4 and 5 have some direct consequences. For any graph $G=(V, E)$,
the polytope conv.hull $\left\{\chi^{M} \mid M\right.$ matching $\}$ is called the matching polytope of $G$.
Theorem 6. Let $G=(V, E)$ be a graph. Then the matching polytope of $G$ is equal to the set of all vectors $x \in \mathbb{R}^{E}$ satisfying

$$
\begin{array}{ll}
\text { (i) } x_{e} \geqslant 0 & (e \in E), \\
\text { (ii) } \sum_{e \ni v} x_{e} \leqslant 1 & (v \in V), \tag{27}
\end{array}
$$

if and only if $G$ is bipartite.
Proof. 'if': If $G$ is bipartite, its incidence matrix $A$ is totally unimodular, and hence also the matrix $\left[\begin{array}{r}-I \\ A\end{array}\right]$ is totally unimodular. Since the system (27) is the same as $\left[\begin{array}{r}-I \\ A\end{array}\right] x \leqslant\left[\begin{array}{l}0 \\ 1\end{array}\right]$, we know that the polytope $P$ defined by (27) has integral vertices only (Theorem 4). Since the integral vectors satisfying (27) are exactly the vectors $\chi^{M}$ for matchings $M$, we know that $P$ is equal to the matching polytope of $G$.
'only if': If $G$ is not bipartite, it has an odd circuit $C$. Let $x \in \mathbb{R}^{E}$ be defined by $x_{e}=\frac{1}{2}$ if $e$ belongs to $C$, and $x_{e}=0$ otherwise. Then $x$ satisfies (27), but $x$ does not belong to the matching polytope of $G$, as one easily checks.

This theorem immediately yields a strongly polynomial algorithm for finding a maximum-weighted matching in a bipartite graph $G=(V, E)$ (which problem is one of the variants of the optimal assignment problem): given a weight function $c \in \mathbb{Z}^{E}$, a matching $M$ in $G$ maximizing $\Sigma_{e \in M} c(e)$ can be found by solving the linear program of maximizing $c^{T} x$ over (27).

This can be derived also from Theorems 1 and 3, since solving the separation problem for matching polytopes of bipartite graphs just means testing if a given vector $x$ satisfies (27); these constraints can be checked one by one in polynomial time (there are $|V|+|E|$ constraints). This does not reflect the full power of Theorem 1 - we shall see a better illustration in the next section.

A similar result holds for the coclique polytope of a graph $G$, being conv.hull $\left\{\chi^{C} \mid C\right.$ coclique $\}$.

Theorem 7. Let $G=(V, E)$ be a graph. Then the coclique polytope of $G$ is equal to the set of all vectors $x \in \mathbb{R}^{E}$ satisfying

$$
\begin{array}{ll}
\text { (i) } x_{v} \geqslant 0 & (v \in V), \\
\text { (ii) } \sum_{v \in e} x_{v} \leqslant 1 & (e \in E), \tag{28}
\end{array}
$$

if and only if $G$ is bipartite.

Proof. Similarly to the proof of Theorem 6 (note that clearly also the transpose $A^{T}$ of the incidence matrix of a bipartite graph is totally unimodular).

Again, one can derive from this that for bipartite graphs a maximum weighted coclique can be found in polynomial time.

The following two related results are classical. The perfect matching polytope of a graph is the polytope conv.hull $\left\{\chi^{M} \mid M\right.$ perfect matching $\}$. A perfect matching is a matching covering all vertices of the graph exactly once.

Theorem 8 (Birkhoff-Von Neumann theorem). Let $G=(V, E)$ be a bipartite graph. Then the perfect matching polytope is equal to the set of all vectors $x$ in $\mathbb{R}^{E}$ satisfying

$$
\begin{array}{ll}
\text { (i) } x_{e} \geqslant 0 & (e \in E), \\
\text { (ii) } \sum_{e \ni v} x_{e}=1 & (v \in V) . \tag{29}
\end{array}
$$

Proof. The theorem follows from the total unimodularity of the matrix

$$
\left[\begin{array}{r}
-I  \tag{30}\\
A \\
-A
\end{array}\right]
$$

where $A$ is the incidence matrix of $G$.
This theorem is better known in the following equivalent formulation: each doubly stochastic matrix is a convex combination of permutation matrices. (A matrix is doubly stochastic if it is nonnegative and if each row sum and each column sum is equal to 1 .)

Theorem 8 yields the polynomial-time solvability of the problem of finding a maximum (and similarly, a minimum) weighted perfect matching in a bipartite graph.

Theorem 9 (König-Egerváry theorem). Let $G=(V, E)$ be a bipartite graph. Then
(i) $\max \{|M| \mid M$ matching $\}=\min \{|W| \mid W \subseteq V ; \forall e \in E: \exists v \in W: v \in e\}$;
(ii) $\max \{|C| \mid C$ coclique $\}=\min \{|F| \mid F \subseteq E ; \forall v \in V: \exists e \in F: v \in e\}$.

Proof. Let $A$ be the incidence matrix of $G$. Then by the total unimodularity of $A$ :

$$
\begin{align*}
\max \{|M| \mid M \text { matching }\} & =\max \left\{\mathbf{1}^{T} x \mid x \geqslant 0 ; A x \leqslant \mathbf{1} ; x \text { integral }\right\} \\
& =\max \left\{\mathbf{1}^{T} x \mid x \geqslant 0 ; A x \leqslant \mathbf{1}\right\}=\min \left\{y^{T} \mathbf{1} \mid y \geqslant 0 ; y^{T} A \geqslant \mathbf{1}^{T}\right\} \\
& =\min \left\{y^{T} \mathbf{1} \mid y \geqslant 0 ; y^{T} A \geqslant \mathbf{1}^{T} ; y \text { integral }\right\} \tag{32}
\end{align*}
$$

$$
=\min \{|W| \mid W \subseteq V ; \forall e \in E: \exists v \in W: v \in e\}
$$

This shows (i). Equation (ii) is shown similarly.
Remark. Similar results can be derived for flows in directed graphs (like the max-flow min-cut theorem), using the fact that any $\{0,+1,-1\}$-matrix with in each column at most one 1 and at most one -1 , is totally unimodular.

Here we mention Seymour's deep result [24] that each totally unimodular matrix can be decomposed, in a certain way, into matrices described in the previous sentence and into two certain totally unimodular $5 \times 5$-matrices. It yields a polynomial-time test for the total unimodularity of matrices (clearly, checking all subdeterminants would require exponential time).

## 6. The matching polytope of an arbitrary graph

If $G$ is not bipartite, the inequalities (27) are not enough to determine the matching polytope. A famous theorem of Edmonds [5] gives the inequalities determining the matching polytope of a not-necessarily bipartite graph. Similarly, Edmonds characterized the perfect matching polytope, which we discuss first. We follow the proof of [21].

Theorem 10 (Edmonds' matching polytope theorem). For any graph $G=(V, E)$ the perfect matching polytope is equal to the set of vectors $x$ in $\mathbb{R}^{E}$ satisfying
(i) $x_{e} \geqslant 0 \quad(e \in E)$,
(ii) $\sum_{e \ni v} x_{e}=1 \quad(v \in V)$,
(iii) $x(\delta(U)) \geqslant 1 \quad(U \subseteq V,|U|$ odd $)$.

Here $\delta(U)$ denotes the set of edges $e$ in $E$ with $|e \cap U|=1$, and $x(\delta(U)):=\Sigma_{e \in \delta(U)} x_{e}$.

Proof. Let $P$ be the perfect matching polytope of $G$, and let $Q$ be the set of vectors satisfying (33). As $\chi^{M} \in Q$ for each perfect matching $M$, it follows that $P \subseteq Q$ - the content of the theorem is the converse inclusion.

Let $G$ be a smallest graph with $Q \nsubseteq P$ (that is, with $|V|+\mid E$ minimal), and let $x$ be a vertex of $Q$ not contained in $P$. Then $0<x_{e}<1$ for all $e$ in $E$-otherwise we could delete $e$ from $G$ to obtain a smaller counterexample. Moreover, $|E|>|V|$ - otherwise, either $G$ is disconnected (in which case one of the components of $G$ will be a smaller counterexample), or $G$ has a point $v$ of degree one (in which case the edge $e$ incident to $v$ has $x_{e}=1$ ), or $G$ is an even circuit (for which the theorem trivially holds).

Since $x$ is a vertex of $Q$, there are $|E|$ independent constraints among (33) satisfied by $x$ with equality, and hence there exists a $U \subseteq V$ with $|U|$ odd, $|U| \geqslant 3,|V \backslash U| \geqslant 3$ and $x(\delta(U))=1$. Let $G_{1}$ and $G_{2}$ arise from $G$ by contracting $U$ and $V \backslash U$, respectively, and let $x_{1}$ and $x_{2}$ be the corresponding projections of $x$ onto the edge sets of $G_{1}$ and $G_{2}$, respectively. Since $x_{1}$ and $x_{2}$ satisfy
inequalities (33) for the smaller graphs $G_{1}$ and $G_{2}$, respectively, it follows that $x_{1}$ and $x_{2}$ can be decomposed as convex combinations of characteristic vectors of perfect matchings in $G_{1}$ and $G_{2}$, respectively. These decompositions can be easily glued together to form a decomposition of $x$ as a convex combination of perfect matchings, contradicting our assumption.
(This glueing can be done, e.g., as follows. By the rationality of $x$ (as it is a vertex of $Q$ ), there exists a natural number $K$ such that, for $i=1,2, K x_{i}$ is the sum of the characteristic vectors of the perfect matchings $M_{1}^{i}, \ldots, M_{K}^{i}$ of $G_{i}$ (possibly with repetitions). Since, for each $e$ in $\delta(U), e$ is contained in $K x(e)$ of the $M_{j}^{1}$ as well as in $K x(e)$ of the $M_{j}^{2}$, we may assume that $M_{j}^{1} \cap M_{j}^{2} \neq \varnothing$ for $j=1, \ldots, K$. It follows that $K x$ is the sum of the characteristic vectors of the perfect matchings $M_{1}^{1} \cup M_{1}^{2}, \ldots, M_{K}^{1} \cup M_{K}^{2}$ of $G$, and hence that $x$ itself is a convex combination of perfect matchings in $G$.)

Application of Theorem 1 now becomes more illustrative than in Section 5. By Theorem 1, we can find a maximum weighted perfect matching in a graph in polynomial time, if we can solve the separation problem for the perfect matching polytope in polynomial time. This last can be shown as follows (following Padberg and Rao [18]). For a given $x \in \mathbb{Q}^{E}$ we have to test if $x$ satisfies (33). Testing the inequalities in (i) and (ii) can be done easily by checking them one by one. If one of them is not satisfied, we know that $x$ does not belong to the perfect matching polytope, and the violated constraint gives a separating hyperplane. So we may assume that $x$ satisfies (33) (i) and (ii). If $|V|$ is odd, then clearly (33) (iii) is not satisfied for $U:=V$. So we may assume that $|V|$ is even. We cannot check the constraints in (iii) one by one in polynomial time, simply because there are exponentially many of them. Yet, there is a polynomial-time method of checking them. Indeed, first note that from FordFulkerson's max-flow min-cut algorithm we can derive a polynomial-time algorithm having the following as in- and output:

```
input: subset \(W\) of \(V\);
output: a subset \(T\) of \(V\) such that \(W \cap T \neq \varnothing \neq W \backslash T\) and such that
\(x(\delta(T))\) is as small as possible.
```

To see this, consider $x$ as a capacity function on $E$, and determine for each pair $r, s \in W$, a cut of minimum capacity separating $r$ and $s$. That is, we find a subset $T_{r, s}$ of $V$ so that $r \in T_{r, s}, s \notin T_{r, s}$ and such that $\operatorname{cap}\left(\delta\left(T_{r, s}\right)\right):=x\left(\delta\left(T_{r, s}\right)\right)$ is minimal. Taking $T:=T_{r, s}$ for that pair $r, s$ for which $\operatorname{cap}\left(\delta\left(T_{r, s}\right)\right)$ is as small as possible, we obtain $T$ as required.

We next describe recursively an algorithm with the following in- and output:
input: subset $W$ of $V$ with $|W|$ even;
output: subset $U$ of $V$ such that $|W \cap U|$ is odd and such that $x(\delta(U))$
is as small as possible.
First we find with the algorithm (34) a subset $T$ of $V$ with $W \cap T \neq \varnothing \neq W \backslash T$ and such that $x(\delta(T))$ is minimal. If $|W \cap T|$ is odd we are done. If $|W \cap T| \underline{i s}$ even, call, recursively, the algorithm (35) for the inputs $W \cap T$ and $W \cap \bar{T}$,
respectively, where $\bar{T}:=V \backslash T$. Let it yield a subset $U^{\prime}$ of $V$ such that $\left|W \cap \underline{T} \cap U^{\prime}\right|$ is odd and $x\left(\delta\left(U^{\prime}\right)\right)$ is minimal, and a subset $U^{\prime \prime}$ of $V$ such that $\left|W \cap \bar{T} \cap U^{\prime \prime}\right|$ is odd and $x\left(\delta\left(U^{\prime \prime}\right)\right)$ is minimal. Without loss of generality, $W \backslash T \nsubseteq U^{\prime}$ (otherwise replace $U^{\prime}$ by $V \backslash U^{\prime}$ ) and $W \backslash \bar{T} \nsubseteq U^{\prime \prime}$ (otherwise replace $U^{\prime \prime}$ by $V \backslash U^{\prime \prime}$ ).

We claim that if $x\left(\delta\left(T \cap U^{\prime}\right)\right) \leqslant x\left(\delta\left(\bar{T} \cap U^{\prime \prime}\right)\right)$ then $U:=T \cap U^{\prime}$ is output of (35) for input $W$, and otherwise $U:=\bar{T} \cap U^{\prime \prime}$ is output of (35) for input $W$. To see that this output is justified, suppose to the contrary that there exists a subset $Y$ of $V$ such that $|W \cap Y|$ is odd and $x(\delta(Y))<x\left(\delta\left(T \cap U^{\prime}\right)\right)$ and $x(\delta(Y))<x\left(\delta\left(\bar{T} \cap U^{\prime \prime}\right)\right)$. Then either $|W \cap Y \cap T|$ is odd or $|W \cap Y \cap \bar{T}|$ is odd (since $|W \cap T|$ is even). Case $1:|W \cap Y \cap T|$ is odd. Then $x(\delta(Y)) \geqslant x\left(\delta\left(U^{\prime}\right)\right)$, since $U^{\prime}$ is output of (35) for input $W \cap T$. Moreover, $x\left(\delta\left(T \cup U^{\prime}\right)\right) \geqslant x(\delta(T))$, since $T$ is output of (34) for input $W$, and since $W \cap\left(T \cup U^{\prime}\right) \neq \varnothing \neq W \backslash\left(T \cup U^{\prime}\right)$. Therefore, we have a contradiction:

$$
\begin{align*}
x(\delta(Y)) & \geqslant x\left(\delta\left(U^{\prime}\right)\right) \geqslant x\left(\delta\left(T \cap U^{\prime}\right)\right)+x\left(\delta\left(T \cup U^{\prime}\right)\right)-x(\delta(T))  \tag{36}\\
& \geqslant x\left(\delta\left(T \cap U^{\prime}\right)\right)>x(\delta(Y))
\end{align*}
$$

(the second inequality follows since $x(\delta(A))+x(\delta(B)) \geqslant$ $x(\delta(A \cap B))+x(\delta(A \cup B))$ for all subsets $A$ and $B$ of $V)$. Case $2:|W \cap Y \cap \bar{T}|$ is odd. Similarly.

Given the polynomiality of the algorithm for (34), it is not difficult to see that also the described algorithm for (35) has polynomially bounded running time.

As a consequence, we can test the inequalities (33) (iii) in polynomial time, which implies the polynomial-time solvability of the problem of finding a maximum weighted perfect matching. In fact, Edmonds [5] gave a direct polynomial-time algorithm for this problem, yielding Theorem 10 as a byproduct. We have followed the above line to illustrate the use of Theorem 1.

By a standard construction, Edmonds' characterization of the matching polytope can be derived from Theorem 10.

Theorem 11. For any graph $G=(V, E)$, the matching polytope is equal to the set of all vectors $x$ in $\mathbf{R}^{E}$ satisfying

$$
\begin{array}{ll}
\text { (i) } x_{e} \geqslant 0 & (e \in E), \\
\text { (ii) } \sum_{e \ni v} x_{e} \leqslant 1 & (v \in V),  \tag{37}\\
\text { (iii) } \sum_{e \subseteq U} x_{e} \leqslant\left\lfloor\frac{1}{2}|U|\right\rfloor & (U \subseteq V,|U| \text { odd }) .
\end{array}
$$

Proof. Again it is clear that each vector in the matching polytope satisfies (37), as $\chi^{M}$ satisfies (37) for each matching $M$. To see that the inequalities (37) are enough, let $x \in \mathbf{R}^{E}$ satisfy (37). Let $G^{*}=\left(V^{*}, E^{*}\right)$ be a disjoint copy of $G$, where the copy of vertex $v$ will be denoted by $v^{*}$, and the copy of edge
$e=\{v, w\}$ will be denoted by $e^{*}=\left\{v^{*}, w^{*}\right\}$. Let $\tilde{G}$ be the graph with vertex set $V \cup V^{*}$ and with edge set $E \cup E^{*} \cup\left\{\left\{v, \nu^{*}\right\} \mid v \in V\right\}$. Define $\tilde{x}(e):=\tilde{x}\left(e^{*}\right):=x(e)$ for $e$ in $E$, and $\tilde{x}\left(\left\{v, v^{*}\right\}\right):=1-x(\delta(v))$ for $v$ in $V$. Now conditions (33) are easily derived for $\tilde{x}$ with respect to $G$. Constraints (i) and (ii) are trivial. To prove (iii) in (33), we have to show, for $V_{1}, V_{2} \subseteq V$ with $\left|V_{1}\right|+\left|V_{2}\right|$ odd, that $\tilde{x}\left(\delta\left(V_{1} \cup V_{2}^{*}\right)\right) \geqslant 1$. Indeed, we may assume, without loss of generality, that $\left|V_{1} \backslash V_{2}\right|$ is odd. Hence

$$
\begin{align*}
\tilde{x}\left(\delta\left(V_{1} \cup V_{2}^{*}\right)\right) & =\tilde{x}\left(\delta\left(V_{1} \backslash V_{2}\right)\right)+\tilde{x}\left(\delta\left(V_{2}^{*} \backslash V_{1}^{*}\right)\right) \geqslant \tilde{x}\left(\delta\left(V_{1} \backslash V_{2}\right)\right) \\
& =\left|V_{1} \backslash V_{2}\right|-2 \cdot \sum_{e \subseteq V_{1} \backslash V_{2}} x_{e} \geqslant 1 \tag{38}
\end{align*}
$$

by (37) (iii).
Hence $\tilde{x}$ is a convex combination of perfect matchings in $\tilde{G}$. By restriction to $x$ and $G$ it follows that $x$ is a convex combination of matchings in $G$.

In a way similar to above one can derive a polynomial-time algorithm finding a maximum weighted matching.
Related to Theorem 11 is the following min-max relation due to Tutte [26] and Berge [1].

Theorem 12 (Tutte-Berge formula). For any graph $G=(V, E)$

$$
\begin{equation*}
\max \{|M| \mid M \text { matching }\}=\min _{U \subseteq V} \frac{|V|+|U|-O(V \backslash U)}{2} \tag{39}
\end{equation*}
$$

where $O(V \backslash U)$ denotes the number of odd components of the graph induced by $V \backslash U$.

The minimum here can be easily seen to be equal to:

$$
\begin{equation*}
\min \left\{\left.|U|+\sum_{i=1}^{t}\left\lfloor\frac{1}{2}\left|V_{i}\right|\right\rfloor \right\rvert\, U, V_{1}, \ldots, V_{t} \subseteq V,\right. \text { so that each edge } \tag{40}
\end{equation*}
$$

intersects $U$ or is contained in one of the $\left.V_{i}\right\}$.
The content of the Tutte-Berge formula is that when we write $\max \{|M| \mid M$ matching\} equivalently as maximizing $1^{T} x$ over (37), we obtain a linear program with integral optimal primal and dual solutions.

## 7. Cutting planes

Quite often the problem of characterizing the convex hull of certain $\{0,1\}$ vectors amounts to characterizing, for some polytope $P$, the polytope

$$
\begin{equation*}
P_{I}:=\text { conv.hull }\{x \in P \mid x \text { integral }\} . \tag{41}
\end{equation*}
$$

$P_{I}$ is called the integer hull of $P$. E.g., if $G=(V, E)$ is a graph, and

$$
\begin{equation*}
P:=\left\{x \in \mathbb{R}^{E} \mid x_{e} \geqslant 0 \quad(e \in E), \sum_{e \ni v} x_{e} \leqslant 1 \quad(v \in V)\right\} \tag{42}
\end{equation*}
$$

the integral vectors in $P$ are exactly the characteristic vectors of matchings,
and hence $P_{I}$ is equal to the matching polytope of G. Similarly, for

$$
\begin{equation*}
P:=\left\{x \in \mathbb{R}^{V} \mid x_{\nu} \geqslant 0 \quad(\nu \in V), \sum_{v \in e} x_{\nu} \leqslant 1 \quad(e \in E)\right\} \tag{43}
\end{equation*}
$$

$P_{I}$ is the coclique polytope of $G$.
There is a way of deriving the inequalities determining $P_{I}$ from those determining $P$ - the cutting plane method. Its basics were given by Gomory [10]. The following description is due to Chvatal [2] and Schrisver [20].

Clearly, if $H$ is a rational halfspace, i.e., $H$ is of form

$$
\begin{equation*}
H=\left\{x \in \mathbb{R}^{n} \mid a^{T} x \leqslant \beta\right\} \tag{44}
\end{equation*}
$$

where $a \in \mathbf{Q}^{n}, a \neq \mathbf{0}, \beta \in \mathbf{Q}$, we may assume without loss of generality that $a$ is integral, and that the components of $a$ are relatively prime. In that case:

$$
\begin{equation*}
H_{I}=\left\{x \in \mathbb{R}^{n} \mid a^{T} x \leqslant\lfloor\beta\rfloor\right\} . \tag{45}
\end{equation*}
$$

$H_{I}$ arises from $H$ by shifting its bounding hyperplane until it contains integral vectors.

Now define for any set $P$ :

$$
\begin{equation*}
P^{\prime}:=\bigcap_{H \supseteq P} H_{I} \tag{46}
\end{equation*}
$$

where $H$ ranges over all rational halfspaces containing $P$. Since $H \supseteq P$ implies $H_{I} \supseteq P_{I}$, it follows that $P_{I} \subseteq P^{\prime}$. It can be shown that if $P$ is a rational polyhedron (i.e., a polyhedron determined by linear inequalities with rational coefficients), then $P^{\prime}$ is a polyhedron again.

To $P^{\prime}$ we can apply this operation again, yielding $P^{\prime \prime}$. Generally $P^{\prime \prime} \neq P^{\prime}$ consider e.g. the following example.
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So there is a sequence of polyhedra containing $P_{I}$ :

$$
\begin{equation*}
P \supseteq P^{\prime} \supseteq P^{\prime \prime} \supseteq P^{\prime \prime \prime} \supseteq \ldots \supseteq P_{I} \tag{47}
\end{equation*}
$$

Denoting the $(t+1)$-th set in this sequence by $P^{(t)}$, the following can be shown.

Theorem 13. For each rational polyhedron $P$ there exists a number $t$ such that $P^{(t)}=P_{I}$.

The theorem is the theoretical essence of the cutting plane method of Gomory. The equation $a x=\lfloor\beta\rfloor$ defining $H_{I}$, or more strictly the hyperplane $\{x \mid a x=\lfloor\beta\rfloor\}$, is called a cutting plane.

The smallest $t$ for which $P^{(t)}=P_{I}$ can be considered as a measure for the complexity of $P_{I}$ relative to that of $P$. In a sense, $P^{\prime}$ is conceptually near to $P$, $P^{\prime \prime}$ to $P^{\prime}$, etc.

Let us study some specific polyhedra related to graphs. Let $G=(V, E)$ be an undirected graph, and let $P \subseteq \mathbf{R}^{E}$ be the polytope determined by the inequalities

$$
\begin{array}{ll}
\text { (i) } x_{e} \geqslant 0 & (e \in E), \\
\text { (ii) } \sum_{e \ni v} x_{e} \leqslant 1 & (v \in V) . \tag{48}
\end{array}
$$

So $P_{I}$ is the matching polytope of $G$. By Theorem $6, P=P_{I}$ if and only if $G$ is bipartite. It is not difficult to see that for each graph $G, P^{\prime}$ is the set of all vectors $x$ satisfying (48) and satisfying

$$
\begin{equation*}
\sum_{e \subseteq U} x_{e} \leqslant\left\lfloor\frac{1}{2}|U|\right\rfloor \quad(U \subseteq V,|U| \text { odd }) \tag{49}
\end{equation*}
$$

(Of course, there are infinitely many halfspaces $H$ containing $P$, but the corresponding inequalities $a x \leqslant\lfloor\beta\rfloor$ all are implied by the inequalities in (48) and (49).) So Theorem 11 in fact tells us that $P^{\prime}=P_{I}$ for each graph $G$.

Next consider for any graph $G=(V, E)$ the polytope $P \subseteq \mathbb{R}^{V}$ determined by the inequalities:

$$
\begin{array}{ll}
\text { (i) } x_{v} \geqslant 0 & (v \in V), \\
\text { (ii) } \sum_{v \in e} x_{v} \leqslant 1 & (e \in E) . \tag{50}
\end{array}
$$

For this $P, P_{I}$ is the coclique polytope of $G$. By Theorem $7, P=P_{I}$ if and only if $G$ is bipartite. It is not difficult to check that for any graph $G$, the polytope $P^{\prime}$ is the set of vectors $x$ satisfying (50) and satisfying

$$
\begin{equation*}
\sum_{\nu \in V(C)} x_{\nu} \leqslant\left\lfloor\frac{1}{2}|V(C)|\right\rfloor \quad(C \text { odd circuit }) \tag{51}
\end{equation*}
$$

where $V(C)$ is the vertex set of $C$, and where an odd circuit is a circuit $C$ with $|V(C)|$ odd.

Chvátal [2] has shown that there exists no fixed $t$ such that $P^{(t)}=P_{I}$ for each graph $G$. The problem of finding a largest coclique in a graph is $N P$ complete, and hence probably not polynomially solvable. Therefore, by Theorem 1, probably there is no 'decent' description of the coclique polytope for all graphs. It is conjectured that for each fixed $t$, when we restrict ourselves
to graphs which have $P^{(t)}=P_{I}$, the problem of finding a maximum weighted coclique is polynomially solvable (in fact, this problem can be shown to belong to $N P \cap$ co- $N P$ ). The conjecture is true for $t=0$ and $t=1$ (using Theorem 1). If we want to show it for $t=2$, by Theorem 1 it suffices to show that the following problem is polynomially solvable: decide if a given vector $x \in \mathbb{R}^{V}$ belongs to $P^{\prime \prime}$, and if not, find a separating hyperplane.

In Section 9 we shall see a class of graphs with $P^{\prime}=P_{I}$. As a preparation, we discuss in Section 8 another geometric tool.

## 8. Binary configurations

We now come to a geometric method of a nature different from those discussed above. Let us call a set $x_{1}, \ldots, x_{k}$ of vectors in some space $G F(2)^{n}$ a binary configuration. Usually, the zero-vector will not be among $x_{1}, \ldots, x_{k}$, and hence we can consider a binary configuration as a configuration in $P G(d, 2)$, the $d$-dimensional projective space over $G F(2)$.

A well-known binary configuration is the Fano-configuration $(=P G(2,2))$ which is the binary configuration represented by the columns of

$$
\left(\begin{array}{lllllll}
1 & 0 & 0 & 1 & 1 & 0 & 1  \tag{52}\\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1
\end{array}\right)
$$

and whose 7 points and 7 lines can be represented as:
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The lines are represented by 6 line segments and one circle. The reader familiar with the Fano-configuration might have tried to draw it on the paper in such a way that all 7 lines become straight line segments, so that not all 7 points are on one and the same line in the plane. After some trials one will be convinced that this is not possible, and it is not hard to show this algebraically.

In fact, Fano is in a sense a critical example. A famous and deep theorem of TuTte [26] states that a binary configuration can be embedded in euclidean space so that each subset of points span a space of the same dimension in the binary space as they do in euclidean space, if and only if the binary configuration does not 'contain' the Fano-configuration or its 'dual'.

We shall make terms more precise. Call a binary configuration $x_{1}, \ldots, x_{k}$
in $G F(2)^{n}$ embeddable in euclidean space if there exists a function $\phi:\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow \mathbb{R}^{n}$ so that for each subset $T$ of $\left\{x_{1}, \ldots, x_{k}\right\}$, the dimension of $\langle T\rangle$ in $G F(2)^{n}$ is equal to the dimension of $<\phi[T]>$ in $\mathbb{R}^{n}$. The function $\phi$ is called an embedding.
Deleting $x_{1}$ from $x_{1}, \ldots, x_{k}$ means replacing $x_{1}, \ldots, x_{k}$ by $x_{2}, \ldots, x_{k}$. Projecting along $x_{1}$ or contracting $x_{1}$ means replacing $x_{1}, \ldots, x_{k}$ by

$$
\begin{equation*}
x_{2} /<x_{1}>, \ldots, x_{k} /<x_{1}> \tag{53}
\end{equation*}
$$

where ../ $<x_{1}>$ means projecting .. into the quotient space $G F(2)^{n} /<x_{1}>$. Two binary configurations $x_{1}, \ldots, x_{k}$ and $x^{\prime}{ }_{1}, \ldots, x_{k}^{\prime}$ are called geometrically the same if there is a linear transformation bringing $x_{1}, \ldots, x_{k}$ one-toone to $x^{\prime}{ }_{1}, \ldots, x^{\prime}{ }_{k}$. Thus the Fano-configuration is geometrically the same as the set of columns of

$$
\left(\begin{array}{lllllll}
1 & 1 & 1 & 0 & 0 & 0 & 1  \tag{54}\\
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1
\end{array}\right)
$$

A binary configuration $Y$ is called a minor of a binary configuration $X$, if $Y$ can be obtained from $X$ by deletion, projection and permutation of vectors, up to being geometrically the same.

Trivially, embeddability in euclidean space is maintained under deletion. It is also not difficult to see that it is maintained under projection. Indeed, if $\phi:\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow \mathbb{R}^{n}$ forms an embedding, then also $x_{i} /<x_{1}>\mapsto \phi\left(x_{i}\right) /<\phi\left(x_{1}\right)>$ forms an embedding. It follows that embeddability in euclidean space is maintained under taking minors.
The dual of the Fano-configuration is the configuration represented by the columns of

$$
\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 1 & 0  \tag{55}\\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right)
$$

Geometrically, the dual of the Fano-configuration is formed by the 7 points obtained from $P G(3,2)$ by deleting one projective plane and one further (arbitrary) point. Also this configuration is not embeddable in euclidean space.

Now Tutte's theorem is:
ThEOREM 14. A binary configuration $x_{1}, \ldots, x_{k}$ is embeddable in euclidean space, if and only if it has no minor equal to the Fano-configuration or its dual.

In order to interprete and use this difficult theorem, we first make a further study of binary configurations. To each binary configuration $x_{1}, \ldots, x_{k}$ we can associate the binary space or binary code $C$ of all vectors $z$ in $G F(2)^{k}$
satisfying $\left[x_{1}, \ldots, x_{k}\right] z=0$ (considering $x_{1}, \ldots, x_{k}$ as column vectors). Clearly, each linear subspace of $G F(2)^{k}$ is associated in this way to some binary configuration. Two binary configurations are geometrically the same if and only if the associated binary codes are the same.

The binary configuration $y_{1}, \ldots, y_{k}$ is called dual to $x_{1}, \ldots, x_{k}$ if the associated binary codes are each others orthogonal complements. Note that the well-known Hamming code is associated this way with the Fano-configuration, and the dual Hamming code to the dual of the Fano-configuration.

If $C$ is the binary code associated to the binary configuration $x_{1}, \ldots, x_{k}$, and if we delete $x_{1}$, the associated binary code becomes $\left\{z \left\lvert\,\left[\begin{array}{l}0 \\ z\end{array}\right] \in C\right.\right\}$; if we would project along $x_{1}$, the associated code becomes $\left\{z \left\lvert\,\binom{ 0}{z} \in C\right.\right.$ or $\left.\binom{1}{z} \in C\right\}$. Thus a binary configuration contains the Fano-configuration or its dual as a minor, if and only if by these operations the associated binary code can be transformed into the Hamming code or its dual.
This is all quite standard linear algebra. More specific is the following definition. A subspace $C$ of $G F(2)^{n}$ is said to be orientable if we can associate with each $x \in C$ a vector $x^{\prime}$ in $\{0, \pm 1\}^{n}$ and with each $y \in C^{\perp}$ a vector $y^{\prime \prime}$ in $\{0, \pm 1\}^{n}$ in such a way that:
(i) $\forall x \in C: x$ and $x^{\prime}$ have the same support;
(ii) $\forall y \in C: y$ and $y^{\prime \prime}$ have the same support;
(iii) $\forall x \in C, \forall y \in C^{\perp}:\left(x^{\prime}\right)^{T} y^{\prime \prime}=0$.

The following theorem now is not so difficult to prove:
Theorem 15. A binary configuration is embeddable in euclidean space, if and only if the associated binary code is orientable.

Remark. Another deep theorem characterizing binary configurations embeddable in euclidean space is due to Seymour [24]. To describe this we need some concepts.

A binary configuration is called graphic if it is geometrically the same as a binary configuration $x_{1}, \ldots, x_{k}$ where each vector $x_{i}$ has exactly two l's. It follows that the associated binary code is the 'cycle space' of a graph. A binary configuration is cographic if it is the dual of a graphic configuration. So the associated binary code is the 'cocycle space' of a graph. It is not difficult to see that graphic and cographic configurations are embeddable in euclidean space.
Let be given two binary configurations $x_{1}, \ldots, x_{k}$ and $y_{1}, \ldots, y_{t}$, not containing the zero-vector, and let $\left.d:=\operatorname{dim}<x_{1}, \ldots, x_{k}\right\rangle+\operatorname{dim}$ $<y_{1}, \ldots, y_{t}>$ (where $<. .>$ denotes projective space generated by .., and dim denotes projective dimension).
First, the two configurations can be embedded into $P G(d, 2)$ so that $<x_{1}, \ldots, x_{k}>\cap<y_{1}, \ldots, y_{t}>=\varnothing$. If $k \geqslant 1, t \geqslant 1$, then the binary configuration $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{t}$ is called the 1 -sum of $x_{1}, \ldots, x_{k}$ and
$y_{1}, \ldots, y_{t}$.
Second, the two configurations can be embedded into $P G(d, 2)$ so that $x_{1}=y_{1}$ and $<x_{1}, \ldots, x_{k}>\cap<y_{1}, \ldots, y_{t}>=\left\{x_{1}\right\}$. If $k \geqslant 3, t \geqslant 3$, then the binary configuration $x_{2}, \ldots, x_{k}, y_{2}, \ldots, y_{k}$ is called a 2 -sum of $x_{1}, \ldots, x_{k}$ and $y_{1}, \ldots, y_{t}$.

Third, let $x_{1}, x_{2}, x_{3}$ form a line and let $y_{1}, y_{2}, y_{3}$ form a line. Then the two configurations can be embedded into $P G(d, 2)$ so that $x_{1}=y_{1}, x_{2}=y_{2}, x_{3}=y_{3}$ and $<x_{1}, \ldots, x_{k}>\cap<y_{1}, \ldots, y_{t}>=\left\{x_{1}, x_{2}, x_{3}\right\}$. If $k \geqslant 7, t \geqslant 7$, then the binary configuration $x_{4}, \ldots, x_{k}, y_{4}, \ldots, y_{t}$ is called a 3 -sum of $x_{1}, \ldots, x_{k}$ and $y_{1}, \ldots, y_{t}$.

Now Seymour's theorem is:
Theorem 16. A binary configuration is embeddable in euclidean space if and only if it can be obtained by making 1-, 2- and 3-sums from graphic configurations, cographic configurations, and the binary configuration made by the columns of

$$
\left(\begin{array}{llllllllll}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0  \tag{57}\\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

Note that Tutte's theorem makes 'not embeddable in euclidean space' constructible, while Seymour's theorem makes 'embeddable in euclidean space' constructible.

Seymour's theorem has the following implication for totally unimodular matrices. Let $A$ be a totally unimodular matrix. Then the binary configuration represented by the columns of the matrix [IA] (forgetting the - signs) is embeddable in euclidean space (as can be seen by not forgetting the - signs). Hence Seymour's theorem implies that $A$ can be decomposed into 'network matrices', their transposes, and the following two matrices:

$$
\left(\begin{array}{rrrrr}
-1 & 1 & -1 & 0 & 0  \tag{58}\\
0 & -1 & 1 & -1 & 0 \\
0 & 0 & -1 & 1 & -1 \\
-1 & 0 & 0 & -1 & 1 \\
1 & -1 & 0 & 0 & -1
\end{array}\right) \text { and }\left(\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

The meaning of 'can be decomposed into' becomes clear after elaborating the meaning of 1-, 2-, and 3 -sum. Seymour's theorem also yields a polynomial-time test for total unimodularity.

## 9. BINARY CONFIGURATIONS AND COMBINATORIAL OPTIMIZATION

There are several applications of the geometric results discussed in Section 8, e.g., to 2 -commodity flows, the maximum cut problem, the Chinese postman problem, matchings - see Seymour [23, 25]. We here restrict ourselves to one application to the coclique problem.
Let $G=(V, E)$ be an undirected graph, and consider the linear subspace $C_{G}$ of $\{0,1\} \times\{0,1\}^{E}$ of all vectors $\left[\begin{array}{l}\epsilon \\ \chi^{F}\end{array}\right]$ where $F$ is a collection of edges so that each vertex of $G$ is incident to an even number of edges in $F$, where $\chi^{F}$ denotes the characteristic vector of $F$ in $\{0,1\}^{E}$, and where $\epsilon=0$ if $|F|$ is even and $\epsilon=1$ if $|F|$ is odd. Let $K_{G}$ be the binary configuration (unique up to being geometrically the same) associated with $C_{G}$. Note that

$$
\begin{align*}
& C_{G}^{\perp}=\left\{\left.\left(\begin{array}{l}
\epsilon \\
\chi^{F}
\end{array}\right] \right\rvert\, \epsilon=0 \text { and } F=\delta(W) \text { for some } W \subseteq V, \text { or } \epsilon=1\right.  \tag{59}\\
& \text { and } F=V \backslash \delta(W) \text { for some } W \subseteq V\} .
\end{align*}
$$

The following lemma is easy to check:
Lemma. $K_{G}$ does not contain the Fano-configuration or its dual as a minor, if and only if $G$ has no subgraph isomorphic to one of the following graphs:


Figure 3 'odd- $K_{4}$ '
Figure 4 'odd- $K_{3}^{2}$,

Here wriggled lines represent paths of positive length and dotted lines represent lines of positive or zero length; odd in a face means that the circuit enclosing it has an odd number of edges.

The following theorem is due to Gerards [7].
Theorem 17. A graph $G$ has no subgraph isomorphic to one of the graphs in (60), if and only if we can orient the edges of $G$ in such a way that in each circuit, the number of edges directed one way differs by at most one from the number of edges directed in the other way.

Proof. The 'if' part follows easily, since the graphs in (60) do not have the required orientation, as one easily checks.

To see the 'only if' part, we may assume that $G$ is connected. From the Lemma we know that $K_{G}$ does not contain the Fano-configuration or its dual as a minor. By Tutte's theorem (Theorem 14), $K_{G}$ is embeddable in euclidean space. Hence, by Theorem 15, $C_{G}$ is orientable. Let the oriented vectors be indicated by' and " as in (56). So for each $x \in C_{G}, x^{\prime} \in\{0, \pm 1\} \times\{0, \pm 1\}^{E}$ and for each $y \in C_{G}^{\perp}, y^{\prime \prime} \in\{0, \pm 1\} \times\{0, \pm 1\}^{E}$. Without loss of generality

$$
\begin{equation*}
\binom{1}{\chi^{E}}^{\prime \prime}=\binom{1}{\chi^{E}} \tag{61}
\end{equation*}
$$

since we can multiply a certain coordinate by -1 throughout in all $x^{\prime}$ and all $y^{\prime \prime}$, not violating (56).

Let $M$ be the matrix with columns all vectors

$$
\left[\begin{array}{l}
0  \tag{62}\\
x^{\delta(v)}
\end{array}\right]^{\prime \prime}
$$

for $v$ in $V$. Let $T$ be a spanning tree in $G$. Since replacing $y^{\prime \prime}$ by $-y^{\prime \prime}$ does not change (56), we may assume that in any row of $M$ corresponding to an edge in $T$ there is exactly one 1 and one -1 .

Now consider any other row, corresponding to edge $e \notin T$. There exist edges $e_{1}, \ldots, e_{k}$ in $T$ so that $e_{1}, \ldots, e_{k}, e$ form a circuit, say $C$. Since $\binom{\epsilon}{\chi^{C}}^{\prime}$ is a $\{0, \pm 1\}$-vector with $M^{T}\left(\begin{array}{l}\epsilon \\ \chi^{C}\end{array}\right]^{\prime}=\mathbf{0}$, it follows that the $e$-th row of $M$ is a linear combination of the rows $e_{1}, \ldots, e_{k}$. Since each of the rows $e_{1}, \ldots, e_{k}$ has row sum 0 , also row $e$ has row sum 0 , i.e., it has exactly one 1 and one -1 .

So all rows of $M$ (except for the top row) have exactly one 1 and one -1 . This gives us an orientation of $G$ : orient any edge $e$ from $v$ to $w$ if $M$ has a +1 in position $(e, v)$ and a -1 in position $(e, w)$.

We show that this is an orientation as required. Let $C$ be a circuit in $G$. Let $\epsilon=0$ if $|C|$ is even, and $\epsilon=1$ if $|C|$ is odd. Now, since

$$
\begin{equation*}
M^{T}\binom{\epsilon}{\chi^{C}}^{\prime}=\mathbf{0} \tag{63}
\end{equation*}
$$

we know that the coordinates $e$ where $\binom{\epsilon}{\chi^{c}}^{\prime}$ is +1 and -1 , respectively, corresponds to edges $e$ in $C$ oriented one way and the other way, respectively.

Since

$$
\left[\left(\begin{array}{l}
\epsilon  \tag{64}\\
\chi^{C}
\end{array}\right]^{\prime}\right]^{T}\left[\begin{array}{l}
1 \\
\chi^{E}
\end{array}\right]=0
$$

(cf. (61)), it follows that in $C$ the orientation satisfies the condition described in the theorem.

Gerards showed that Theorem 17 implies the following result of Gerards and Schrijver [9].

Theorem 18. Let $G=(V, E)$ be a graph, without isolated vertices not containing a subgraph isomorphic to the odd- $K_{4}$ in (60). Then the coclique polytope of $G$ is equal to the set of all vectors $x$ in $\mathbb{R}^{V}$ satisfying
(i) $x_{v} \geqslant 0$
$(v \in V)$,
(ii) $\sum_{\nu \in e} x_{\nu} \leqslant 1 \quad(e \in E)$,
(iii) $\sum_{\nu \in V(C)} x_{\nu} \leqslant\left\lfloor\frac{1}{2}|V(C)|\right\rfloor \quad(C$ circuit with $|V(C)|$ odd $)$.

Proof (sketch). Let $P$ be the set of vectors satisfying (65). Let $G=(V, E)$ be a counterexample to the theorem with $|\boldsymbol{V}|$ as small as possible. First one shows that a minimal counterexample to the theorem should be 3-connected (i.e., there are no two vertices whose removal makes the graph disconnected) otherwise one could make a smaller counterexample. It is not difficult to check that if a graph is 3 -connected and does not contain an odd $-K_{4}$, then it neither contains an odd- $K_{3}^{2}$. It follows by Theorem 17 that $G$ can be oriented so that:
in any circuit, the number of edges oriented one way differs
by at most one from the number of edges oriented the other way.
Let $A$ denote the set of oriented edges, and let $A^{-1}:=\{(v, w) \mid(w, v) \in A\}$. We now first show the following claim.

Claim. A vector $x$ belongs to $P$ if and only if there exist vectors $y, z \in \mathbb{R}^{V}$ such that
(i) $0 \leqslant x_{v} \leqslant y_{v}+z_{v} \quad(v \in V)$,
(ii) $y_{v}+z_{w} \leqslant 1 \quad((v, w) \in A)$,
(iii) $y_{v}+z_{w} \leqslant 0 \quad\left((v, w) \in A^{-1}\right)$.

Proof of the claim. 'if': If there exist $y, z$ satisfying (67), condition (i) in (65) is trivial. Condition (ii) holds as for any $\{v, w\} \in E$

$$
\begin{equation*}
x_{v}+x_{w} \leqslant\left(y_{v}+z_{v}\right)+\left(y_{w}+z_{w}\right)=\left(y_{v}+z_{w}\right)+\left(y_{w}+z_{v}\right) \leqslant 1 \tag{68}
\end{equation*}
$$

since either $(v, w)$ or $(w, v)$ belongs to $A$.
To check condition (iii), let $C$ be an odd circuit in $G$. Let $v_{0}, v_{1}, \ldots, v_{k}=v_{0}$ be a cyclic order of the vertices in $C$ so that $\left|A \cap\left\{\left(v_{i-1}, v_{i}\right) \mid i=1, \ldots, k\right\}\right|=\left\lfloor\frac{1}{2} k\right\rfloor=\left\lfloor\frac{1}{2}|V(C)|\right\rfloor$. Then

$$
\begin{align*}
\sum_{v \in V(C)} x_{v} & =\sum_{i=1}^{k} x_{v_{i}} \leqslant \sum_{i=1}^{k}\left(y_{v_{t}}+z_{v_{t}}\right)=\sum_{i=1}^{k}\left(y_{v_{t-1}}+z_{v_{i}}\right)  \tag{69}\\
& \leqslant\left|A \cap\left\{\left(v_{i-1}, v_{i}\right) \mid i=1, \ldots, k\right\}\right|=\left\lfloor\frac{1}{2}|V(C)|\right\rfloor .
\end{align*}
$$

'only if': Define a 'length' function $l: A \cup A^{-1} \rightarrow \mathbb{R}$ by:

$$
\begin{array}{ll}
l(v, w):=1-x_{v} & \text { if }(v, w) \in A \\
l(v, w):=-x_{v} & \text { if }(v, w) \in A^{-1} . \tag{70}
\end{array}
$$

Note that each directed cycle $C$ in the directed graph ( $V, A \cup A^{-1}$ ) has nonnegative length $\Sigma_{a \in C} l(a)$, since

$$
\begin{equation*}
\sum_{a \in C} l(a)=\sum_{a \in C \cap A} l(a)+\sum_{a \in C \cap A^{-1}} l(a)=-\sum_{v \in V(C)} x_{v}+|C \cap A| \geqslant 0 \tag{71}
\end{equation*}
$$

since $|C \cap A| \geqslant\left\lfloor\frac{1}{2}|V(C)|\right\rfloor$ by (66) and $\Sigma_{v \in V(C)} x_{v} \leqslant\left\lfloor\frac{1}{2}|V(C)|\right\rfloor$ as $x \in P$ (where $V(C):=$ set of vertices in $C)$.

Since each directed cycle in ( $V, A \cup A^{-1}$ ) has nonnegative length, there exists a vector $z \in \mathbb{R}^{V}$ so that $z_{w}-z_{v} \leqslant l(v, w)$ for each $(v, w) \in A \cup A^{-1}$ (we could take $z_{v}:=$ the minimum length of any directed path in $\left(V, A \cup A^{-1}\right)$ ending in $v-$ then trivially $z_{w} \leqslant z_{v}+l(v, w)$ for each $\left.(v, w) \in A \cup A^{-1}\right)$. Hence

$$
\begin{align*}
z_{w}-z_{v} \leqslant 1-x_{v} & \text { if }(v, w) \in A  \tag{72}\\
z_{w}-z_{v} \leqslant-x_{v} & \text { if }(v, w) \in A^{-1}
\end{align*}
$$

Defining $y_{\nu}:=x_{\nu}-z_{\nu}$ we obtain $x, y, z$ satisfying (67). End of proof of the Claim.
Now let $Q$ be the set of all vectors $\left(\begin{array}{l}x \\ y \\ z\end{array}\right) \in \mathbb{R}^{V} \times \mathbb{R}^{V} \times \mathbb{R}^{V}$ satisfying (67). Then $Q$ is a polyhedron, and it is equal to the convex hull of the integral vectors in $Q$, i.e., $Q=Q_{I}$. This follows from the total unimodularity of the constraint matrix in (67), which is of type

$$
\left[\begin{array}{lll}
I & I & I  \tag{73}\\
0 & M & N
\end{array}\right]
$$

where $I$ is a $V \times V$-identity matrix, and where $M$ and $N$ are $\{0,1\}$-matrices so that every row of $M$ and every row of $N$ contains exactly one l. By Theorem 5 , matrix (73) is totally unimodular, and hence $Q=Q_{I}$.

Since by the Claim, $P$ is a projection of $Q$, all vertices of $P$ are integral. Hence, each vertex of $P$ is the characteristic vector of some coclique of $G$, implying that $P$ is the coclique polytope of $G$.

Note that the inequalities (iii) in (65) are the cutting planes added to (i) and (ii). So the theorem states that, if $G$ contains no odd- $K_{4}$ as a subgraph, then the coclique polytope is equal to $\left\{x \in \mathbb{R}_{+}^{V} \mid x_{v}+x_{w} \leqslant 1(\{v, w\} \in E)\right\}^{\prime}$.

With the help of Theorem 1 one can derive from Theorem 18 the
polynomial-time solvability of the maximum-weighted coclique problem for graphs without odd- $K_{4}$. Indeed, one must show that (i), (ii) and (iii) in (65) can be checked in polynomial time. Conditions (i) and (ii) are easily checked one by one. Condition (iii) however consists of exponentially many inequalities. To check them in polynomial time, define a 'length' function $l: E \rightarrow \mathbb{R}_{+}$by $l(e):=1-x_{v}-x_{w}$ if $e=\{v, w\}$. Then checking (iii) is equivalent to testing if each odd circuit has length at least 1 . This last is not difficult to do in polynomial time, by adaptation of a shortest path algorithm.

Gerards [8] also derived the following min-max relation.
Theorem 19. Let $G=(V, E)$ be a graph without isolated vertices, not containing an odd $-K_{4}$ as a subgraph. Then
$\max \{|C| \mid C$ coclique $\}=\min \left\{|F|+\sum_{i=1}^{t}\left\lfloor\frac{1}{2}\left|V\left(C_{i}\right)\right|| | F \subseteq E ; C_{1}, \ldots, C_{t}\right.\right.$
odd circuits so that $\left.V=\bigcup_{e \in F} e \cup \bigcup_{i=1}^{t} V\left(C_{i}\right)\right\}$.

So the minimum ranges over all sets of edges and odd circuits which together cover all vertices of $G$. Note the similarity to Theorem 12.

The theorem means that if we write $\max \{\mid C \| C$ coclique $\}$ as the problem of maximizing $1^{T} x$ over vectors $x$ satisfying (65), we obtain a linear program with integral optimum primal and dual solutions.

Final remark. In this paper we saw the polynomial-time solvability of two combinatorial optimization problems:
(i) finding a maximum-weighted matching in a graph;
(ii) finding a maximum-weighted coclique in a graph without odd- $K_{4}$.

In fact, a maximum-weighted matching in a graph $H$ can be considered as a maximum-weighted coclique in the line-graph $L(G)$ of $G$. Minty [17] and Sbini [19] showed that more generally, the maximum-weighted coclique problem for claw-free graphs is polynomially solvable, i.e., for graphs not containing

as an induced subgraph. By Theorem 1 it implies that the separation problem for coclique polytopes of claw-free graphs is polynomially solvable. However, no explicit description by inequalities for these polytopes has been found. It
has been shown by Chvítal [3] that there exists no fixed $t$ so that for clawfree graphs the coclique polytope is equal to $\left\{x \in \mathbb{R}_{+}^{V} x_{v}+x_{w} \leqslant 1\right.$ $(\{v, w\} \in E)\}^{(t)}$, in the notation of Section 7.
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