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Abstract: The problem of information overload can be solved by 
the application of information filtering to the huge amount of data. 
Information on radio and television can be filtered using speech 
recognition of the audio track. A prototype system using closed 
captions has been developed on top of the INQUERY information 
access system. The challange of integrating speech recognition and 
information retrieval into a working system is a big one. The open 
problems are the selection of a document representation model, the 
recognition and selection of indexing features for speech retrieval 
and dealing with the erroneous output of recognition processes. 
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1 Introduction 

The Indexing a Sea of Audio project forms a foundation for multimedia in­
formation filtering projects at the Cambridge Research Laboratory (CRL) in 
Boston [dV95]. CRL is a research laboratory of Digital Equipment Coorporation 
{DEC). One of the strong points of CRL is the audio group. Interesting applica­
tions have been developed to ease the incorporation of audio into today's working 
environment [LPG+93]. It is believed that audio will play an important role in 
computing in the next decades. This particular project addresses the problem of 
information overload in multimedia environments. 

2 Problem Statement 

The achievements in communication systems result in a society where everybody 
can publish information. However, we do not have the time and capabilities to 
process all these data. People easily get lost in large information spaces [Les89]. 
A lot of information exists that people would be interested in, if they only knew 
that it was available. 

* This research has been conducted at the Digital Cambridge Research Lab, Mas­
sachusetts, United States of America 



Since the early sixties, people have investigated the storage and retrieval 
of automatically indexed documents [vR79], [Sal89]. This research has been re­
stricted to text processing. Little research has been done to investigate the in­
formation system solution for information overload applied to multimedia data. 
However, a lot of television and radio channels are broadcasting thousands of 
programs a day. How to deal with all this multimedia information is still an open 
problem. 

A lot of expectations have been raised by speech recognition research. Labo­
ratories reported 953 recognition rates on 5,000 word vocabularies [RHL94] and 
products can be found on the market [vS95]. This puts the development of a 
multimedia information access system for radio and television within reach. If 
you could transform audio into descriptive text, it would be possible to index the 
text representing the audio. Most information on television is also captured in 
the audio track. Of course, somebody looking for a red car crossing the railroad 
in some movie would not be helped. However, somebody looking for information 
on cars made by Renault would probably find an appropriate documentary. 

An audio retrieval system can be used for many purposes. Of course, secret 
services of all countries would like to pay a lot of money for a system that can 
keep track of many audio channels. We could archive all meetings of a board 
of a large company. The formal decision process could be tracked afterwards, 
to study how mistakes and good decisions are made. An application in health 
services was suggested by a children's psychiatrist. A system storing recorded 
sessions can help evaluation of applied therapy to determine optimal treatment. 
At present, only a logbook kept by the psychiatrist can be used. 

3 Research Background 

3.1 Information Filtering 

An information retrieval or information access system has the function of leading 
the user to those documents that will best enable him to satisfy his need for 
information. Over the years, information retrieval systems have moved from 
storing relatively short abstracts towards storing large collections of documents 
of varying size. 

The terms information dissemination and information filtering refer to the 
delivery of information to users who submitted a profile describing their interests. 
The dissemination model has become increasingly more important due to the 
rapid advances in wide-area information systems. The simplest form of such 
a system is the mailing list. Examples of more advanced information filtering 
systems are SIFT [YGM] and NRT [SvR91]. Both systems provide dissemination 
of articles in USENET news. 

In (BC92], the authors recognized the fact that information access and in­
formation dissemination are basically identical processes. The major difference 
is that information filtering usually works on a dynamic stream of input data 



whereas information access deals with relatively static databases. For the re­
trieval and filtering processes, the same ideas can be applied to both environ­
ments. A filtering application can be built on top of a traditional information 
access system. A common trick is to treat the user profiles as documents and the 
incoming news documents as queries. The same approach is taken by SIFT and 
INROUTE, the filtering system of the INQ UBRY information retrieval engine. 

3.2 Automatic Analysis 

Manually indexing will not be possible for all information sources that we want to 
follow. We definitely need automatic analysis of multimedia data. This section 
discusses currently available techniques that can be applied in real-time. The 
collection of techniques implemented in the system limits the capabilities of 
retrieval by content. An agent-based approach seems suitable to easily extend 
retrieval systems with emerging analysis techniques [Mae94]. The level up to 
which analysis has been achieved determines the system characteristics to a 
large account. 

Segmentation or partitioning is necessary to split the incoming continuous 
stream of multimedia data in a sequence of documents. A document is a collection 
of data that belongs together in a higher semantical level. A news report on 
CNN and a commercial selling coke are two examples of such documents. A 
document can contain different types of media. Content analysis focuses on the 
analysis of information content of these documents. It should be noticed that 
segmentation information can be viewed as a special type of content information. 
If segmentation of an audio track identifies a three minute fragment as a song, 
this fact reveals more than just the borders. 

In [Hea94], the text segmentation algorithm TextTiling is described. Term 
repetition is used as a feature to find topic changes. The algorithm is found to 
produce segmentation that corresponds well to human judgment of the major 
subtopic boundaries. For the segmentation of audio, several information sources 
can be used. People have developed speaker change detection and speech empha­
sis detection [Aro94], [CW92]. In [dV95], a segmentation algorithm in silence, 
speech and music is described. For the segmentation of video, it is also possible 
to use the sizes of the compressed frames. In [DLM+94], a real-time algorithm 
is described that can be applied to produce storyboards of a video [LAF+93]. 

An even harder problem is to index the content information of the parts in 
the partitioned stream. In case of a text-based environment, full-text indexing 
can be applied. If a perfect speech recognizer were available, the same would hold 
for speech data. Algorithms for content analysis of audio are speaker identifica­
tion [RS78], word spotting [WB91] and speech recognition [RHL94]. Most image 
analysis algorithms are not real-time. For example, it is almost impossible to 
recognize a car in arbitrary images. For video, this implies that the only content 
information we will have available are closed captions. Speech recognition of the 
audio track seems the solution to get content information when closed captions 
are not available. 



3.3 Filtering Speech 

One of the best speech recognition systems is the SPHINX-II system, developed 
at Carnegie Mellon University. This large vocabulary continuous speech recogni­
tion system has achieved a 953 success rate on generalized tests for a 5000 word 
general dictation task. Speech recognition is viewed as a pattern recognition pro­
cess. Phonetic units are modeled during training and used during recognition. 
Hidden Markov Models (HMM) are the most common approach to model pho­
netic units [SBG94], [Cox90]. For speech recognition, this tool seems to work 
well. However, a speech recognizer built with this technology has a restricted 
preknown vocabulary. If the word model is not known by the recognizer, the 
model of another word will be chosen as the best fit. 

Unfortunately, with a restricted vocabulary, speech recognition is not very 
interesting for the purpose of automatic indexing. Typical queries we would want 
to perform on radio and television data refer to names and places. We can never 
anticipate the vocabulary for all possible search terms. Therefore, we have to 
use another approach to indexing speech. 

Speech recognition based on phoneme models alone would not have a re­
stricted vocabulary. The influence of the context on some of the phonemes 
makes recognition of phonemes as indexing features an impossible task though. 
In [GS92], an information retrieval model of speech documents is introduced that 
is in principle vocabulary independent. The key idea is that a small number of 
indexing features consisting of phoneme sequences was identified. These index­
ing features can be identified in text files as well. Only two different classes of 
phonemes are used: vowels (V) and consonants (C). The indexing features they 
proposed are v+, v+c+, c+v+ and c+v+c+ 2• The letters A, E, I, 0, U and 
Y were denoted as vowels, the other letters are consonants. 

The reason why this idea can be used to index speech data with an unlimited 
vocabulary is that it is not the purpose to recognize the words correctly (which 
would not be possible yet). The speech recognizer only has to identify the fea­
tures that occur in the text. These features are only parts of the words. The 
idea is similar to text retrieval experiments with digrams and trigrams [Wil79]. 
However, in speech data it is not possible to detect word boundaries. It has 
been shown that this approach to indexing speech data is indeed feasible on a 
relatively small data set [SW]. 

4 INQUERY 

INQUERY is a probabilistic information retrieval system [TC91], [CCH92]. It 
is based on inference networks [Pea89} and capable of dealing with Gigabyte 
collections. It has shown to be among the best information retrieval systems 
in the world [CC93]. Information retrieval is viewed as an inference process in 
which we estimate 'P(I I document), the probability that a user's information 

2 v+ means one or more vowels 



need is met given a document as evidence. Of course, uncertainness has to be 
taken into account. 

The retrieval model supports multiple representation schemes, allows com­
bination of results of different queries and query types and facilitates flexible 
matching between the terms or concepts used in the queries and those assigned 
to documents. The notion of multiple representation schemes refers to the fact 
that documents can be represented in different ways. Information from the ab­
stract of a paper should be treated differently from information that is only 
given in the complete paper. A given query will retrieve different documents 
when applied to different representations. 

The main tasks performed by INQUERY are building the collection, inter­
preting the query and using the inference networks to retrieve documents. During 
collection building, documents are parsed and representation terms are identi­
fied. The standard parser relies on a subset of SGML to identify the parts of 
the document to index like title and text. This parser can be extended or even 
completely replaced with another parser. The parser can be changed easily since 
it has been implemented with the standard Unix utilities lex and yacc. 

Although the INQUERY system has been built for text representations, noth­
ing limits the underlying mechanisms to be applied to other representation con­
cepts. For terms that can be expressed in ASCII representation, the original 
system can be used without a problem. Therefore, the speech documents can be 
indexed with INQUERY using the features mentioned in section 3.3. 

A drawback of using INQUERY for our project was the fact that the sys­
tem could not deal with incremental indexing. Fortunately, the new version of 
IN QUERY has solved this problem. Instead of using flat inverted files in a cus­
tom build system, the system was rebuilt on top of the persistent object store 
Mneme [BCCM94]. The new technique permits incremental indexing in a fast 
and efficient way [BCC94]. 

A more serious problem is that the performance of INQUERY on imprecise 
data is not known. The formula used to calculate the probability of usefulness of a 
document is based on term frequencies. These frequencies will have wrong values 
if the recognition process is not errorfree. This can result in a degradation on re­
call and precision. [TBCE94], [TBC94] and [CHTB92] report about information 
retrieval on texts that have been generated using Optical Character Recogni­
tion (OCR). This way, the effects of noisy data on the retrieval process have 
been studied. The retrieval performance was measured on the scanned collection 
and compared with the results on a manually edited version of the database. 
[CHTB92] found that high quality OCR devices cause almost no degradation of 
the accuracy of retrieval, but low quality devices applied to collections of short 
documents can result in significant degradation of performance. The use of a 
speech recognizer to produce descriptive text is analogous to the use of OCR de­
vices in these experiments. The results seem to predict that speech recognition 
should be of high quality to make good information retrieval possible. 

Research has to be done whether speech recognition performs well enough 
to produce output that can be used reliably in a retrieval system. Knowledge of 



common mistakes by the recognition process could help improve retrieval. Expe­
rience with preprocessing the input data on scanned documents in INQUERY is 
reported in [TBC94]. The results were promising. The inference network model 
may be a good candidate to deal with these error models. Another level of repre­
sentation nodes could be added to model the probability of correct recognition. 
The mathematical implications of this idea for the correctness and the compu­
tational complexity still have to be analyzed thoroughly. 

5 The Prototype System 

So far, a speech recognizer has not been used. We did have a closed caption 
decoder [Fed] though. Closed captions are like subtitles, but may contain slightly 
more information, eg. 'music' or 'knock knock'. Closed captions are primarily 
focused on hearing-impaired people. They are added to the television signal 
manually. These closed captions can be thought of as the output of an almost 
perfect speech recognizer. Some of the television companies broadcast closed 
captions together with their audio and video signal. Example broadcasters are 
the Public Broadcasting System and CNN Headline News. 

The application store-24 is build on top of the audio.file ( AF) toolbox and was 
implemented using Tel and Tk [Ous94]. Store-24 is a ringbuffer that stores the 
last twentyfour hours of a radio channel. Because this application is implemented 
on top of audiofile [LPG+93], everybody in the laboratory (and in principle in 
the whole world) can listen to this radio. You never miss the news because you 
can just reposition the audio in time. 

5.1 Architecture 

The abstract design of the prototype is shown in Fig. 1. It is based on a dual 
architecture. The incoming data is split in an information content stream and 
a raw data stream by the automatic segmentation and recognition unit. In the 
prototype, the information content stream contains the closed-captions of the 
television data.. The storage unit dealing with the raw data is implemented using 
the store-24 application. The prototype system only deals with audio. 

The output of the automatic segmentation unit is stored separately from the 
raw audio data. A neural network, used to produce segmentation information, 
is described in (dV95]. The output of the content analysis unit is stored in 
an INQUERY data collection. The information content stream only contains 
the closed captions of the television signal because a speech recognizer was not 
available yet. 

The different versions of the data are linked by {date, time, channel }-tuples. 
The user of the prototype system can search the data. collection by content. 
INQUERY accepts natural language queries and returns a list of documents. 
The user interface of the prototype system is implemented on the World Wide 
Web. 
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Fig. 1. The prototype framework 

As result of a query, the system presents both the information content version 
and the original audio version of the document. It redirects the playback point 
of the user's active store-24 application to the correct channel at the time the 
document started. A better approach than directly positioning store-24 would 
be to return a list of links that will position the audio after pressing. If the 
ringbuffer contained a longer time of audio, eg. a full month, these links could 
be automatically included in other documents like a user's homepage. 

5.2 Implementation 

The prototype has been realized on a UNIX platform. The system was imple­
mented using C and Tcl/Tk [Ous94]. Using Tel simplifies the handling of user 
input and the integration of different building blocks in one environment. 

Because an audio document can be arbitrarily long and the recognition pro­
cess will make mistakes, fast browsing through the retrieved audio document has 
to be implemented. The user does not want to listen to ten minutes of audio 
to find out that the speech recognizer did mix up two words. To enable jump­
ing to retrieved representation concepts, an index of { timestamp, representation 
concept }-tuples has to be stored within the document. For implementation pur­
poses I chose to store this information in a table containing {line, word, seconds} 
format, where seconds stores the time relative to the beginning of the document. 
I chose a word oriented approach of referring to locations within the document 
because this is the representation that is used within IN QUERY. If we would use 
the indexing features of section 3.3, such a 'word' would be a phoneme sequence. 



Of course, if we want to store real multimedia documents with the audio at the 
same location as the text, this representation cannot work any more. 

The software accessing the closed caption decoder board does not output 
documents but just a long, unreadable list of { timestamp, caption }-tuples. These 
tuples are read by my software and segmented into documents whenever it takes 
longer than a treshold time for new captions to come in. On CNN Headline 
News, the only documents that are captioned are news reports approximately 
between 6 pm and 10 am and most of the commercials. An algorithm segmenting 
the incoming captions based on a time treshold of twelve seconds turned out 
to make little mistakes. Of course, this segmentation strategy would not have 
worked if all information were captioned. In a real application, the segmentation 
information from different sources mentioned in section 3.2 has to be combined. 
This is a very hard problem that has received very little attention at present. 

The standard parser that comes with the INQUERY package deals with 
documents marked up in a subset of SGML. I decided to use this parser for my 
system as I believe that SGML and HyTime will be commonly used to describe 
(multimedia) documents in the near future [VB95]. An example of a document 
that I composed automatically from the incoming closed captions is shown in 
Fig. 2. 

<DOC> 
<DOCNO> CNN-04/04/95-02:00:03 <\DOCNO> 
<DATE> 04/04/95 </DATE> 
<TIME> 02:00:03 </TIME> 
<SOURCE> CNN <\SOURCE> 
<TIMES> 
{1 1 2}{2 1 3}{3 1 13}{4 1 14} 
{5 1 17}{6 1 19}{7 1 20}{8 1 22} 

</TIMES> 
<TEXT> 
captions paid for by 
the us department of education 
live from atlanta 
headline news 
david goodnow reporting 
texas authorities are trying 
to figure out what caused 

</TEXT> 
</DOC> 

Fig. 2. An example document 

To enable the use of INQUERY, the parser of the indexing subsystem had to 



be extended and the interfacing between retrieval subsystem and user interface 
had to be implemented. With the help of the IN QUERY people from University 
of :'.\lassachussetts at Amherst3 I managed to make the INQUERY system deal 
with the document layout explained in the previous paragraph. I added a TIME 
field to the parser that contains the start time of a document. Using field indexing 
options from IN QUERY. this enables the user to formulate queries for documents 
of 'this morning'. 

I added a TIMES field to the parser to store the index table of {timestamp, 
caption}-tuples. Although INQUERY has been developed as a general retrieval 
engine, it is impossible to retrieve non-indexed parts of the documents. However, 
the best place to keep information that belongs to a document is within the 
document itself. Therefore, I had to use the undocumented get.raw.doc function 
call that retrieves the original unparsed document and reparse the retrieved 
document in my own code. 

I will finish this section with an example of how the system should process 
a query. If the user queries for 'david goodnow', the closed caption documents 
stored in the IN QUERY database collection are searched and INQUERY returns 
a list of documents ordered by decreasing probability of usefulness to the user. 
One of the documents that would be retrieved, is the example document given 
before. The system then reads the index table in the TIMES field for line 5 of 
the text and adds the 17 seconds to the document time stamp. Segment-24 is 
tuned to CNN and starts playing at 2:00:20, 17 seconds after the start of the 
document. 

6 Conclusions and Further Work 

The prototype application is a nice tool to experiment with. The implementa­
tion based on small building blocks realizes extendibility of the system. New 
approaches to automatic segmentation and analysis of the input data can easily 
be added and the improvements for retrieval can be studied. Once a standard 
test set has been defined, precision and recall measures can be used to find good 
representations of multimedia data from the viewpoint of information access. 

A better document model is needed to store the documents. The segmenta­
tion information should be stored within the document. The same holds for the 
different representations of the data. The SGML/HyTime standard seems to be 
a good candidate for this purpose [VB95], [Erf93]. 

In theory, hooking up a speech recognizer with the prototype should be a 
fairly easy task. However, too many factors are unknown to predict whether 
this approach will result into a working product. It does not seem necessary 
to develop a new retrieval paradigm for speech data since we can use phoneme 
sequences. 

Speech recognizers make mistakes. Erroneous data can confuse the informa­
tion retrieval process. Intuitively, I think it is possible to extend the inference 

3 I want to thank Michelle LaMar for answering the many mail messages with questions 
and giving me the code of the Tel interpreter extended with the INQUERY API calls. 



network model with knowledge about the probability that a word was recognized 
correctly and the alternatives suggested by the recognizer. However, this still has 
to bt' proven. Implications of this idea for correctness of the inference network 
model have to be studied. 
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