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1 Description of the problem 

The problem is to develop concepts and theorems for equivalences of discrete
event systems and of hybrid systems. 
For the equivalence of a discrete-event system consider a partially-observed 
deterministic automaton 

where Q 1 is an infinite discrete set called the state set; E1 is a finite set 
called the event set; c51 : Q1 x E1 -+ Q1 is a partial function called the 
transition function; q1o E Q1 is the initial state; Q1m ~ Q1 is a subset of 
the state set representing accept states; E lo is a finite set of observable 
events; Ei is the set of all finite strings with elements in 2: 1 and the empty 
string c::; and p1 : Ei -+ Ei0 is a causal map representing the observation 
map of the system. 
The observation map is discussed in detail. Let E and Eo be two alphabets 
and L C E* ·be a language. The map p : L -+ E~ is said to be causal if 
p( c::) = c:: and for all s E L and for all (J' E E such that S(J' E L, either 
p(s(J') = p(s) or there exists a (J'0 E E0 such that p(s(J') = p(s)u0 E E~. A 
projection is a special case of a causal map. The map p: E* --> E;, where 
2: 0 ~ E, is said to be projection if p(c) = c and for s E E*, p(p(s)) = p(s). 
A causal map is equivalent to a prefix-preserving map. See for references 
on causal and prefix-preserving maps [31] and [29, p. 248]. 
It is essential to the problem that the state set Q 1 is infinite and that the 
map p 1 is not injective. 
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Define the languages 

{s E 2:i I oi(qio,s) E Qim}, 

{r E l:i0 I 3 s E L*(Ai) such that r = pi(s)}. 

The problem is to formulate conditions on the discrete-event system Ai 
such that there exists a partially-observed deterministic automaton 

with a finite state set Q2 such that 

Pi(L(A1)) = P2(L(A2)). (47.1) 

It will be nice if the conditions have a system theoretic interpretation. 
Questions of the problem include: 

l. What are necessary and sufficient conditions for the existence of the 
second system? 

2. For which other concepts of equivalence than language equivalence as 
in ( 4 7.1) does the problem admit a solution that is moreover useful 
for problems of control and system theory? 

3. How to exploit the equivalences and the corresponding classes for 
problems of control and system theory of discrete-event systems and 
of hybrid systems? 

The emphasis in the problem is on the formulation of the concepts of equiv
alence, on system theoretic concepts for the problem, and on the use of 
equivalences for control and system theoretic problems. The emphasis is 
not exclusively on the computational properties of the solution. For partic
ular instances the problem or the conditions of its solution are likely to be 
undecidable. 
If one allows the state of the second system to be directly observable (p2 

is the identity map) then it is known that the equivalence exists iff the 
language p 1(L(Ai)) is regular, see [19, Th. 1.28]. Note however that the 
conditions asked for are to be formulated in terms of the system Ai because 
in control theory that is the way the problem arises. 
A hint for the problem is to think of decompositions of the state set as 
in decompositions of automata and of linear multivariable systems. The 
concept of decomposition of an automaton has been developed by K. Krohn 
and J. Rhodes, see [13]. For an exposition on decompositions see [10]. 
General references include: control and system theory [22]; automata and 
languages [10, 17, 19, 26, 30]; and control of discrete-event systems [16, 25, 
29]. 
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2 Motivation and history of the problem 

The problem is motivated by problems of control and system theory for 
discrete-event systems and for hybrid systems. The aim of system theory 
is to identify classes of dynamic systems that admit the development of 
a theoretically rich and practically useful theory. Because a discrete-event 
system does have neither an analytic nor an algebraic structure, the cur
rently existing system theory for finite-dimensional linear systems is not 
always an appropriate source of inspiration. System theorists may take 
inspiration from theoretical computer science but will have to adjust the 
available theory to control and system theoretic modeling. 
Problems of signal representation, of the construction of observers, or of 
control synthesis can with some creativity be reformulated as realization 
problems, including the construction of equivalent systems. In addition, in 
control of discrete-event systems one considers the relation between the 
closed-loop system and the control objectives. The control objectives are 
often presented in the form of a language. 
Conditions may have to be imposed on the second system to make the 
problem useful for engineering problems. Decidability of problems and lim
itation of the complexity of algorithims is of major importance to control 
and system theory. In the theory of computation a language is called de
cidable if there exists a Turing machine such that when any string of that 
language is fed to the machine, the machine will stop after a finite number 
of steps, see [19, Def. 3.3]. It is termed undecidable otherwise. A Turing 
machine is a deterministic automaton with an infinite number of states, 
see [19, Def. 3.1]. There are questions for Turing machines which are unde
cidable. 
Decidability questions in control and system theory have been dealt with 
by several authors, see [3, 20, 21, 23, 27]. But the development of control 
and system theory requires a broader and deeper application of the con
cepts and results of decidability and of complexity. In control of discrete
event systems the concept of decidability deserves a place as prominent as 
finite-dimensionality in the system theory of linear systems. If a problem 
is decidable then computational properties of the problem may be used to 
delimit further the class of discrete-event systems for which theory can be 
developed. Approaches like hierarchical modeling and modularity are also 
used to combat complexity. But it is far from clear how to apply hierarchical 
modeling in specific situations. 
In the research area of hybrid systems much attention has been given both 
by computer scientists and by control theorists to equivalences. R. Alur and 
D. Dill, see [l], identified a class of timed automata of which the untimed 
language is equivalent to a language of a finite-state automaton. This result 
may be considered as a solution to an extension of the problem formulated 
above. In the extension the first system is a timed-automaton and the map 
p1 projects away the time component of the timed-event sequence. This 
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approach has motivated much research in hybrid systems, see for example 
[12]. It seems of interest to also explore other equivalence relations and 
other classes of equivalent systems. 

3 Extensions of the problem 

The problem may be extended in several directions of which a few are 
described below. 
The problem above was formulated for a deterministic automaton. Other 
classes of discrete-event systems for which the problem is of interest in
clude nondeterministic automata, see [19], Petri nets, see [9], and process 
algebras, see [2]. Chomsky, [6], has introduced a hierarchy of languages 
according to which the classes of languages generated by finite-state au
tomata, by Petri nets, and by process algebras are strictly contained in 
each other respectively. There exist subclasses of Petri nets for which cer
tain control problems are decidable and there exists other such classes for 
which these are undecidable. The case of a decidable problem is an example 
of a solution to the proposed problem formulated above. Which conditions 
on the subclass and on the problem result in decidability of the problem? 
Yet another extension is to consider infinite string languages represented 
by finite state automata, see [24, 25, 26]. 
A possibly fruitful! extension is to consider for nondeterministic automata 
or for transition systems other concepts of equivalence as treated in the 
area of semantics of computer science. For nondeterministic systems fail
ure semantics, see [15], failure trace semantics, see [18], and bisimulation 
equivalence, see [14], are used. Bisimulation is the finest of these relations, 
see [2]. Sources on bisimulation are [2, 11, 14]. For control problems more 
explicit control induced semantics may be required. The semantics may be 
structured by the underlying control system and by the problem, such as 
the hierarchical or decentralized structure of the system. 
For the class of discrete-event systems A1 for which the required equiva
lence does not exist, a further decomposition may be of interest to the
ory development. Do their exist subclasses of that class of systems which 
are equivalent with other classes of discrete-event systems having specified 
computational and complexity properties? In computer science a Turing 
machine is used to define decidability. This approach to computation and 
complexity started with the work of A. Church, see [7]. Would it be useful 
for complexity theory to relate complexity concepts to another automaton 
or to another discrete-event system? If parallel processing is allowed, then 
other properties of the second system may be considered. 
Finally, the extension of the problem to equivalences of hybrid systems is 
of interest. Research is required into useful equivalence relations and their 
equivalence classes. For a paper on this approach see [8]. The concept of 
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abstraction is used for an equivalence relation in which part of the trajec
tory set is projected away, see [1, 12]. A paper by the author of this chapter 
for reachability of hybrid control systems, see [28], is based on the same 
approach. For hybrid systems the relation between discrete objects and real 
vector spaces needs to be exploited further. For an entry into this point the 
following references are recommended [4, 5]. 
Decidability of stability and of controllability of hybrid systems is discussed 
in the paper [3] but stability is not part of the problem proposed in this 
chapter. 
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