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Abstract. Multiobjective optimization approaches for deformable image registration (DIR) remove the need for
manual adjustment of key parameters and provide a set of solutions that represent high-quality trade-offs
between objectives of interest. Choosing a desired outcome a posteriori is potentially far more insightful as
differences between solutions can be immediately visualized. The purpose of this work is to investigate whether
such an approach allows clinical experts to intuitively select their preferred DIR outcome. To this end, we devel-
oped a simplex-based tool for solution navigation and asked 10 clinical experts to use it to choose their preferred
DIR outcome from sets of trade-off solutions obtained for 10 breast magnetic resonance DIR cases of low
(prone-prone DIR; n ¼ 5) and high (prone-supine DIR; n ¼ 5) difficulty, of patients and volunteers, respectively.
The usability of the software is subsequently evaluated by the observers using the system usability scale.
Further, the quality of the selected DIR outcomes is evaluated using the mean target registration error.
Results show that the users are able to identify and select high-quality DIR outcomes, and attested to high
learnability and usability of our software, supporting the validity of the presumed added value of taking a multi-
objective perspective on DIR in clinical practice. © 2018 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1
.JMI.5.4.045501]
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1 Introduction
Deformable image registration (DIR),1 i.e., the process of
deforming one image to match another image, is a medical
image processing problem of potentially high impact in the
field of radiation treatment.2 Nonetheless, its use remains lim-
ited in clinical practice, since performing DIR using current
state-of-the-art software can still be challenging. This is partially
due to the large number of parameters that need to be determined
separately for each DIR application, combined with the lack of
insight to successfully tune such parameters, often resulting in
time-consuming manual parameter adjustments, which can lead
to suboptimal results.

Although typically approached as a single-objective optimi-
zation problem (e.g., Refs. 3–6), in DIR actually multiple, con-
flicting objectives are of interest, making a multiobjective
optimization approach a much more natural fit. These objectives
typically describe, e.g., the degree of similarity between the
images, which needs to be high, but also the deformation needed
for a good alignment, that needs to be sufficiently smooth, in

order to ensure an anatomically realistic correspondence
between the images while avoiding overfitting. The concept of
multiobjective optimization for DIR was introduced7 to remove
the need to combine these objectives into one cost function and
to provide a set of DIR outcomes that can be considered a set of
superior choices in terms of these key objectives of interest.
Using a multiobjective approach, the need for parameter tuning
is removed, and a set of trade-off solutions is obtained, contain-
ing solutions representing high-quality trade-offs between the
objectives of interest, and giving insight into the interplay
between the objectives. From this set, a solution needs to
then be manually selected. Providing this set of trade-off solu-
tions to the user can enable insightful selection of a desired DIR
outcome a posteriori, i.e., after the multiobjective DIR algorithm
has been terminated, and thereby ensure that the user gets the
most out of the DIR method. Recent results indicate that to solve
more complex DIR problems, such an a posteriori approach is
really needed as the space of parameters to be tuned by hand is
too complex to navigate.8 It was moreover shown that by using a
multiobjective approach, potentially clinically acceptable results
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could be obtained for an easy as well as a hard breast DIR
problem.8 The easy problem is prone-prone breast DIR, i.e.,
registration between images of a patient lying face down, and
can be used, for example, to monitor treatment response. The
harder problem is prone-supine breast DIR, where during the
supine acquisition the patient is lying face up. This could be
used to improve tumor localization during surgery as well as
radiation treatment by translating pretreatment information to
the intra-treatment setting. However, whether the clinically
acceptable results can be a posteriori identified by a user,
i.e., a clinical expert, by navigating the set of trade-off solutions,
is not yet studied.

In this work, we investigate the usability of a navigation tool
for multiobjective DIR in a clinical setting. To this end, we pro-
vided 10 clinical experts with DIR outcomes sets of trade-off
solutions of five prone-prone breast DIR cases, and five
prone-supine breast DIR cases, which they could navigate by
using a tool that we specifically developed for this study.
The set of low-difficulty cases consisted of data acquired
from breast cancer patients before and after radiation treatment.
The set of high-difficulty cases consisted of data acquired from
healthy volunteers. We assessed the quality of the observers’
preferred DIR outcomes, by calculating the mean target regis-
tration error (TRE)9 for each outcome based on expert-annotated
anatomical landmarks. Moreover, the observers’ experience
with the software was assessed using the system usability
scale (SUS)10 as well as a software-specific questionnaire.

2 Materials and Methods

2.1 Multiobjective Optimization

In multiobjective optimization,11 we assume to have m
objectives OiðxÞ, i ∈ f0;1; : : : ; m − 1g which need to be mini-
mized. A solution x1 is said to (Pareto) dominate a solution
x2 (denoted as x1 ≻ x2) if and only if Oiðx1Þ ≤ Oiðx2Þ holds
for all i ∈ f0;1; : : : ; m − 1g and Oiðx1Þ < Oiðx2Þ holds for at
least one i ∈ f0;1; : : : ; m − 1g. A nondominated set of size n
is a set of solutions xj, j ∈ f0;1; : : : ; n − 1g for which no sol-
ution dominates any other solution, i.e., there are no j; k ∈
f0;1; : : : ; n − 1g such that xj ≻ xk holds. A nondominated
front corresponding to a non-dominated set is the set of all
m-dimensional objective function values corresponding to the
solutions, i.e., the set of all OðxjÞ ¼ ½O0ðxjÞ; O1ðxjÞ; : : : ;
Om−1ðxjÞ�, j ∈ f0;1; : : : ; n − 1g. A solution x1 is said to be
Pareto optimal if and only if there is no other x2 such that x2 ≻
x1 holds. Further, the Pareto set is the set of all Pareto-optimal
solutions and the Pareto front is the set of objective function
values that corresponds to the Pareto set. As for real-world prob-
lems the Pareto front is typically unknown, the set of solutions
obtained by a multiobjective optimization algorithm is a nondo-
minated front, or, equivalently, a set of trade-off solutions (that
do not dominate each other in objective space) that approxi-
mates the Pareto front.

To solve multiobjective optimization problems, evolutionary
algorithms (EAs)12 are frequently adopted. Their capacity to
approximate the Pareto front in one run by evolving a population
(i.e., a set) of solutions simultaneously as well as their good per-
formance on benchmark and real-world problems make them
state of the art in multiobjective optimization. In this work,
we used EAs to solve two multiobjective optimization problems.
First, we employed an EA to optimize the parameters of a sin-
gle-objective DIR method, providing us with nondominated

fronts of DIR outcomes that exhibit the best trade-offs in terms
of key objectives of interest. Second, an EA was employed to
solve a multiobjective optimization problem that enables the
intuitive visualization and navigation of the aforementioned
nondominated fronts. More details follow in Secs. 2.2 and
2.3, respectively.

2.2 Multiobjective Deformable Image Registration

In DIR, the aim is to find the optimal transformation that
deforms the so-called source image to the target image. To
do so, current state-of-the-art DIR methods optimize a cost func-
tion that consists of a linear combination of terms that describe
objectives of interest, where the weights in this linear combina-
tion need to be determined beforehand. By formulating DIR as
a multiobjective problem, we aim to optimize these objectives
separately and simultaneously. Specifically, in previous work,8

we used an EA to find the weights that result in nondominated
objective values when used within a well-known single-objec-
tive registration method called elastix.4 The EAwe employed is
an estimation-of-distribution algorithm called iMAMaLGaM
(incremental multiobjective adapted maximum-likelihood
Gaussian model).13 Such EAs evolve and generate solutions
by estimating a probability distribution from a selection of
high-quality solutions in the population and subsequently sam-
pling the estimated distribution to generate new solutions. In
iMAMaLGaM, the selected solutions are grouped into clusters
in the objective space, because it is known that clustering can
play an important role in dealing with the complexity of multi-
objective optimization problems.14 For each cluster, an l-dimen-
sional (where l is the number of parameters of the optimization
problem) Gaussian distribution is estimated. Subsequently,
iMAMaLGaM samples the Gaussian distributions to generate
new solutions.

In this metaoptimization process, a set of candidate weight
vectors (m weights for m objectives) is first generated by
iMAMaLGaM, which is then passed to elastix, which performs
single-objective DIR with each weight vector, and calculates the
objective values. The objective values are then passed back to
iMAMaLGaM, which then subsequently generates new candi-
date weight vectors. As within elastix we used linear combina-
tions of m ¼ 2 and m ¼ 3 objectives, we obtained two- and
three-dimensional (2-D and 3-D) nondominated fronts of DIR
outcomes, for the low- and high-difficulty DIR cases, respec-
tively. For more details on this combination of algorithms,
see Ref. 8. There, we showed that to get the most out of
DIR software for hard DIR cases, manual tuning is not suffi-
cient, and metaoptimization is necessary.

2.3 Solution Exploration for Deformable Image
Registration

For a 2-D nondominated front, a simple slider was used.
However, it was essential to develop an intuitive visualization
tool for 3-D nondominated front exploration. To this end, we
used trade-off sliders combined with a 2-D unit simplex.
However, large differences between the objectives of DIR in
scale and optimization difficulty, especially in the 3-D case,
resulted in irregular nondominated fronts, which, when mapped
to the unit simplex, resulted in highly nonuniform distributions
across it. An example of such a 3-D DIR non-dominated front
can be seen in Fig. 1. Navigating 2-D and 3-D fronts with typical
tools such as trade-off sliders (which are already used in clinical
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practice in the context of multiobjective optimization for radi-
ation treatment planning15) can as a consequence be hard and
unintuitive. The key reason for this is that a straightforward
use of sliders on the directly mapped data makes it virtually
impossible to identify individual solutions that are very close
to each other but are potentially different and potentially clin-
ically interesting. Moreover, large parts of the slider space would
map to empty space, where there are no solutions in the non-
dominated front. Whereas spreading the solutions in a uniform
manner in the 2-D case is straightforward (by taking the mini-
mum value (min) and maximum value (max) of one objective
and redistributing uniformly the solutions in [min, max]), this is
not the case for a 3-D front. Therefore, to enable easier solution
exploration for the 3-D case, we mapped the nondominated front
surface to the 2-D unit simplex in a way that achieved a more
uniform distribution, i.e., we aimed to maximize the smallest
distance between any two pairs of points. The definition of
this objective can be found in Ref. 16. However, preserving
to a large extent the topology of the original nondominated
front (i.e., the relative pairwise distances between the points
in the original front) is also desirable (exact definition of this
objective can be found in Ref. 16), which conflicts with per-
fectly uniformly spreading the solutions across the simplex.
This too poses a multiobjective optimization problem, which
we solved using an EA known as the multiobjective real-valued
gene-pool optimal mixing evolutionary algorithm (MO-RV-
GOMEA),17 because this algorithm allowed us to quickly
and reliably achieve desirable remappings. MO-RV-GOMEA
for nondominated front exploration was introduced in
Ref. 16, where more details about the formulation of this opti-
mization problem and the algorithm employed to solve it can be
found. MO-RV-GOMEA takes as input the nondominated front
objective values normalized to [0,1]. The final solution (i.e., the
configuration of the unit simplex) was chosen manually from the
nondominated front of simplex configurations, to achieve a
good spread that allows sensible use of sliders, while maintain-
ing the topology of the original front sufficiently. The coordi-
nates of the solutions in the unit simplex were used (through
transformation into barycentric coordinates) as input for a set
of trade-off sliders, one for each objective. The unit simplex
served also as an intuitive visualization of the 3-D trade-off
front. The corners of the unit simplex were the solutions that
were the best in terms of each of the three objectives. An
example of such a mapped nondominated front can be seen
in Fig. 2.

2.4 Datasets

2.4.1 Prone-prone

Five nondominated fronts were randomly selected from a set of
10 nondominated fronts resulting from DIR (performed in a pre-
vious study, see details in Ref. 8) of breast magnetic resonance
imaging (MRI) scans of breast cancer patients acquired in prone
position before and after radiation treatment. Approval was
obtained from the institutional review boards for the data
used in the study. For this DIR problem, within elastix, two
objectives were optimized (more specifically, minimized): the
dissimilarity, based on the negative normalized correlation coef-
ficient,18 and the deformation magnitude, based on the bending
energy penalty,19 resulting in five 2-D fronts.

2.4.2 Prone-supine

Five nondominated fronts resulting by DIR of breast MRI scans
of healthy volunteers acquired during the same scan session in
prone and in supine position were used. Also here, 10 nondomi-
nated fronts were obtained in a previous study;8 however, as in a
subset of cases it was not possible to obtain meaningful results
(based on the mean TRE values), the five fronts representing the
most successful DIR cases (on the basis of minimum mean TRE,
the range of which for these cases was 2.9 to 5.8 mm) were
selected. This DIR problem is very hard to solve, because of
the large breast deformation occurring between the two positions.
For this reason, an additional objective was added for minimiza-
tion, which exploits guidance information present in the images,
i.e., the presence of eight external MRI-visible markers attached
to each breast of the volunteers. For these DIR problems, there
were three objectives that needed to be minimized, dissimilarity
and deformation magnitude as above, but also the guidance error,
described by the mean Euclidean distance between the location of
the external markers in the transformed source image and their
location in the target image. Solving this optimization problem
resulted in 3-D nondominated fronts.

2.5 User Interface for Solution Navigation

For the prone-prone solution navigation, the user interface con-
sisted of two trade-off sliders, one for each objective, and in-
house-developed image visualization software. The names of
the objectives were formulated in a way that implied that
they needed to be maximized, for a more user-friendly experi-
ence: within the optimization algorithm, the dissimilarity and
the deformation magnitude were minimized, whereas in the
interface the similarity and the smoothness, respectively, needed
to be maximized. The observers could use the trade-off sliders to
select and visualize different solutions. Moreover, the observers
could choose among four visualization modes: visualizing the
target image, the transformed source image, a checkerboard
overlay of target and transformed source image, or a green/
magenta overlay of the target and the transformed source
image. Further, a deformed grid could be overlaid on each of
the different visualization modes.

For the prone-supine solution navigation, the user interface
consisted of a set of three trade-off sliders, the in-house-devel-
oped image visualization software, and the unit simplex.
Similarly to the other two objectives, within the optimization
the guidance error was to be minimized, whereas in the interface
the marker match was to be maximized. The observers could use
the trade-off sliders to inspect solutions, while at the same time

Fig. 1 3-D nondominated front for a DIR problem with three
objectives.
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observing the location of these solutions in the unit simplex.
Another option available to the observers was the possibility
to select individual solutions by clicking on them in the unit
simplex. The observers could visualize the path of the already
inspected solutions, and clear it whenever desired.

The starting point of the solution navigation for each case
was a solution with a very low amount of deformation. The
user interface for the prone-supine solution navigation can be
seen in Fig. 2. Every solution that was selected for inspection
by the observers, either by sliding or clicking on the unit sim-
plex, was saved.

2.6 Observers

Five radiation oncologists/physician assistants specialized in
breast cancer (group 1) and five experienced breast radiologists
(group 2) were asked to navigate the nondominated fronts and
select their preferred DIR outcome, basing their selection on the
alignment of structures within the breast. Group 1 was familiar
with the in-house developed software for image visualization.
Prior to the start of the solution navigation session, each
observer was given a short tutorial on the study and the user
interface, followed by testing the software on a prone-supine
DIR case not included in the study. The session was also
audio recorded and timed. At the end of the session, the observ-
ers were asked to complete two questionnaires.

2.7 Usability Evaluation

To assess the observers’ perceived usability of the solution nav-
igation tool, we used the SUS,10 which consists of 10 questions,

each with five response options on a linear scale, ranging from
1 = strongly disagree to 5 = strongly agree. The maximum
obtainable score for this questionnaire, which would indicate
the perfect system, is 100. An SUS score above 68 would be
considered above average. To gain further insight into the
SUS scores, SUS scores were mapped to adjective ratings,
according to which a mean SUS score above 70 indicates an
acceptable or good system, whereas a mean SUS score of 85
or above indicates an excellent system.20

Further, a second set of questions was designed according to
guidelines21,22 in order to extract more software-specific infor-
mation about the observers’ experience. It consisted of six ques-
tions with five response options on a linear scale similar to the
SUS, and three questions that varied in format: the observers
were asked whether they preferred to use only the trade-off slid-
ers, only the unit simplex, or if they preferred to use both.
Further, they were asked whether in their opinion the DIR out-
comes that were provided were too many, too few, or of the
appropriate amount. Lastly, they were asked an open-ended
question on whether they had any suggestions that could
improve the navigation tool.

2.8 Selected Solution Evaluation

To quantify the quality of the registration outcomes, and also to
investigate the variation in selected outcome quality between the
observers, we calculated the mean TRE for each solution as fol-
lows. The Euclidean distance between the locations of each one
of eight expert-defined internal anatomical landmarks in the
transformed source image and in the target image was calcu-
lated, and then the average distance was calculated. We consider

Fig. 2 The user interface for prone-supine solution navigation. Target image is shown in green, trans-
formed source image is shown in magenta. The overlay looks gray wherever the two images have similar
intensity.

Journal of Medical Imaging 045501-4 Oct–Dec 2018 • Vol. 5(4)

Pirpinia et al.: Simplex-based navigation tool for a posteriori selection of the preferred deformable image registration. . .

Downloaded From: https://www.spiedigitallibrary.org/journals/Journal-of-Medical-Imaging on 12/19/2018
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



a solution with a low mean TRE to be a solution of high quality.
In previous work,8 the interobserver variability (based on two
observers) was shown to be ∼1.0 mm. To test if there were
significant differences in performance between the two
groups of observers, based on the quality of solutions that
they selected, we used multiple Wilcoxon signed-rank tests,
with the Bonferroni correction to account for multiple compar-
isons (n ¼ 10). Following this, the significance level becomes
p ¼ 0.05∕10 ¼ 0.005.

3 Results
The overall usability of the software was rated highly, with a
mean SUS score of 87 over all 10 observers, and therefore in
the “excellent” range (see Table 1). Multiple observers remarked
that the multiobjective solution navigation system was very easy
to learn and intuitive to use, which is reflected in questions 3 and

7 of the SUS (Table 2). Further, they felt confident using the
system (Table 2, question 9). They became more comfortable
using the software during the study (Table 3, question 2). The
observers were also quite satisfied with their registration out-
comes, slightly more for the prone-prone than for the prone-
supine DIR (questions 5 and 6 of Table 3). Five observers
found that they would rather use both the sliders as well as
the simplex for navigation, whereas the remaining five would
rather use only the sliders for the prone-supine DIR cases.
Three observers used exclusively the sliders to select solutions,
whereas observer 4 of group 1 used almost exclusively the unit
simplex to locate their preferred solution for test cases 3, 4, and
5. The observer that gave the lowest grade on the solution nav-
igation tool as described by the SUS score (67.5) gave a 2 and 3,
respectively, to questions 5 and 6 of questionnaire 2, the lowest
scores observed for these questions. Regarding the prone-prone
DIR cases, this observer felt that the outcomes, given the easier

Table 1 SUS scores for the two observer groups.

1 2 3 4 5 Mean

Group 1 92.5 87.5 92.5 92.5 82.5 89.5

Group 2 77.5 82.5 95.0 100.0 67.5 84.5

All observers 87.0

Table 2 Mean (standard deviation) of responses to questionnaire
1. Response options range from 1 = strongly disagree, 2 = disagree,
3 = neither agree or disagree, 4 = agree, and 5 = strongly agree.

Questionnaire 1 (SUS) Group 1 Group 2 All

1. I think I would like to use this
system frequently

4.4 (0.5) 4.2 (1.1) 4.3 (0.8)

2. I found the system
unnecessarily complex

1.4 (0.5) 1.4 (0.5) 1.4 (0.5)

3. I thought the systemwas easy to
use

5.0 (0.0) 4.6 (0.5) 4.8 (0.3)

4. I think that I would need the
support of a technical person to be
able to use this system

2.8 (1.5) 2.2 (1.6) 2.5 (1.6)

5. I found the various functions in
this system were well integrated

4.4 (0.5) 4.4 (0.9) 4.4 (0.7)

6. I thought there was too much
inconsistency in this system

1.0 (0.0) 1.8 (0.8) 1.4 (0.4)

7. I would imagine that most
people would learn to use this
system very quickly

4.8 (0.4) 4.8 (0.4) 4.8 (0.4)

8. I found the system very
cumbersome to use

1.2 (0.4) 1.2 (0.4) 1.2 (0.4)

9. I felt very confident using the
system

4.4 (0.9) 4.2 (0.8) 4.3 (0.9)

10. I needed to learn a lot of things
before I could get going with this
system

1.0 (0.0) 1.4 (0.5) 1.2 (0.3)

Table 3 Mean (standard deviation) of responses to subset of ques-
tions of questionnaire 2. Response options range from 1 = strongly
disagree, 2 = disagree, 3 = neither agree or disagree, 4 = agree,
and 5 = strongly agree. In question number 7, the percentage of
every group that gave each response is reported.

Questionnaire 2 Group 1 Group 2 All

1. I fully understood how to use the
software prior to the start of the
study

4.0 (1.0) 4.4 (0.5) 4.2 (0.8)

2. During the study, I becamemore
comfortable using the software

5.0 (0.0) 4.8 (0.4) 4.9 (0.2)

3. The user interface for prone-
prone solution navigation was
easy to use

4.8 (0.4) 4.8 (0.4) 4.8 (0.4)

4. The user interface for prone-
supine solution navigation was
easy to use

4.6 (0.9) 4.4 (0.9) 4.5 (0.9)

5. I am satisfied with the clinical
quality of my selected prone-prone
DIR outcomes

4.6 (0.5) 4.2 (1.3) 4.4 (0.9)

6. I am satisfied with the clinical
quality of my selected prone-
supine DIR outcomes

4.2 (0.8) 3.8 (0.8) 4.0 (0.8)

7. I would rather use

a. both the sliders and the simplex 60% 40% 50%

b. only the sliders 40% 60% 50%

c. only the simplex 0% 0% 0%

Table 4 Mean (standard deviation) length of the solution navigation
session in minutes.

Prone-prone Prone-supine

Group 1 13.8 (4.7) 22.1 (10.6)

Group 2 10.5 (0.5) 18.5 (7.2)
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Fig. 3 Solution navigation of the prone-supine test cases for the two observer groups. The unit simplex is
color-coded with the mean TRE in mm. As the mean TRE distribution can vary between cases, the color-
bar scales are different to better illustrate the complexity of each DIR case. The filled points represent the
final selected solution by each observer. Round nonfilled point represents starting point for each case.
The corner points of the simplex are the solutions that score best in each of the three objectives (similarity
in bottom left, smoothness of deformation in bottom right, and marker match in top corner), and their
values are not the same for all cases, neither in weights nor objective values.
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Fig. 4 From left to right: solution navigation for prone-prone cases for group 1 and group 2. From top to
bottom: prone-prone cases 1, 2, 3, 4, and 5. The x -axis represents the length of the solution navigation
session, and it has been normalized per case, in order to better compare the two groups. The y -axis is the
position of the slider describing the similarity. The filled points are the final selected solutions of each
observer.
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nature of the DIR task, were not good enough. The dissatisfac-
tion of this observer with the DIR outcomes may be related to
the low SUS score. Observer 5 of group 1 indicated in the SUS
that they did not feel very confident using the software, and in
retrospect this observer appeared to have selected outcomes with
the largest mean TRE on average compared with the other
observers. This observer did not use at all the unit simplex.
An observer suggested incorporating a function that allows sav-
ing temporarily a DIR outcome, to which they could go back.
Total navigation time for the full session that included all 10 test
cases varied from 19 to 56 minutes. Navigation time was shorter
for group 2 for both prone-prone and prone-supine cases com-
pared with group 1. In both cases, prone-supine navigation time
was longer (see Table 4). The navigation process of each
observer for the prone-supine test cases can be seen in
Fig. 3. Test case 2 along with test case 3 were considered to
be the most challenging, as reflected in the solution navigation
process, where a large number of solutions were selected for
inspection by the observers before making their final selection
(Fig. 3). The navigation process for the prone-prone cases can be
seen in Fig. 4. It can be seen that for the prone-prone cases,

multiple observers explored the entire set of solutions before
making their final selection, and often (as opposed to the
prone-supine cases) they selected a solution with, or very close
to, the maximum similarity. The largest variation in quality of
selected solutions was found for test case 2 of the prone-supine
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Fig. 5 Mean TRE of preferred solutions of observers along with solution with minimum mean TRE for
prone-supine DIR (upper row) and prone-prone DIR (lower row) cases for group 1 (left) and group 2 (right).

Fig. 6 From left to right: source image, target image, selected DIR
outcome with lowest mean TRE, selected DIR outcome with largest
mean TRE for prone-supine test case 2 (upper row), and prone-
supine test case 3 (lower row).
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dataset (Fig. 5). For this test case, misalignment can be observed
in the DIR outcomes at the outer side of the breast in supine
position, due to image intensity inhomogeneities in the supine
image (see upper row of Fig. 6). For the rest of the prone-supine
cases, as well as the prone-prone cases, the observers selected
solutions with a mean TRE close to the minimum mean TRE
(Fig. 5). There were no significant differences in the perfor-
mance of the two groups (see Table 5). The selected solutions
with the lowest mean TRE as well as those with the largest mean
TRE for test cases 2 and 3 can be seen in Fig. 6.

4 Discussion
In this work, we presented a simplex-based navigation tool for a
posteriori selection of the preferred DIR outcome from a set of
trade-off solutions, with an application to breast MRI. It is the
first time, to the authors’ knowledge, that a multiobjective opti-
mization framework developed for DIR is evaluated using a spe-
cially designed user interface. The results indicate that the
combination of this framework with the simplex-based naviga-
tion tool can be used in clinical practice to find the preferred
registration outcome for multiobjective DIR, as the majority
of the observers were able to select DIR outcomes with
which they were satisfied, and had a positive perception of
its usability.

The assessibility of a DIR outcome based on visual inspec-
tion alone can be considered inadequate in some cases, as good
alignment may have been achieved with an incorrect deforma-
tion. In this study, however, visual assessment is complemented
with the knowledge of the interplay between objectives. In par-
ticular, using the sliders and seeing the differences between DIR
outcomes while navigating gives insight into the amount of
deformation occurring with respect to the image similarity, mak-
ing DIR outcome selection much more insightful.

In this study, we investigated the feasibility of DIR solution
navigation with two and three objectives, but the framework can
accommodate more objectives. However, in those cases, only
the slider feature can be used, as the simplex visualization
for more than four dimensions would become complex or
impossible.

One of the limitations of this study is the lack of features in
the images that can be of clinical interest (e.g., tumor presence in
the case of the prone-supine DIR problem), which would have
made the solution selection criteria more specific, and thereby
possibly reduced the variation between the selected solutions, in
case where the DIR outcome was not perfect, such as in prone-
supine cases 2 and 3, respectively. Further, the limited use of
DIR in everyday clinical practice made the selection of the

appropriate observer group challenging. For this reason, two
observer groups were selected: the radiologists, since they are
experts on breast MRI, and the radiation oncologists, since
they are familiar with (mostly rigid) registration approaches.

A limitation of the method is that there is yet no automatic
way to select a simplex configuration from a nondominated
front of such configurations as this was done manually for
this study by a multiobjective optimization expert. Based on
this pilot study, however, we observed that all the selected sim-
plex configurations have similar objective value for one of the
two objectives (and more specifically the objective related to the
uniformity of the spread of the solutions in the simplex), and are
close to the knee of the nondominated front. It may, therefore, be
well possible that we could automatically derive a solution using
this information.

Multiple observers remarked that although they did select a
final solution, an entire region of the simplex close to that sol-
ution contained acceptable registration outcomes. This is valu-
able information, as identification of clinically interesting
regions of the nondominated front could be used as a priori
information for the optimization algorithm that approximates
the Pareto front of the DIR problem, improving its efficiency
and performance. Further, it may be possible to derive a
range of parameter configurations that yield solutions in the
clinically interesting region of the nondominated front for
any image pair, making the use of DIR more efficient. We
also noted that, although group 1 was more familiar with the
in-house developed software for image visualization, there
were no significant differences in their performance compared
with the radiologists’ group, as both groups found high-quality
DIR outcomes in terms of mean TRE and rated the software
highly. This indicates that the tool is learnable by people
with different backgrounds and training. Moreover, the short
solution selection time (on average 3 min per test case) allows
for possible incorporation of the process in clinical practice,
although in the case of a larger number of objectives this
time is expected to increase. The high refresh rate of the soft-
ware allows almost real-time visualization of a high number of
solutions in this short time frame. The meta-optimization pro-
cedure is the most computationally expensive, because of the
high number of DIRs to be performed, but this can be mitigated
using DIR software that can run on GPUs.23 The EAs are easy to
parallelize, and MO-RV-GOMEA in particular has already been
implemented on a GPU.24 The EAs as well as elastix are open-
source.

The use of single-objective DIR with manually determined
parameters was shown to not be sufficiently robust for complex
DIR problems such as prone-supine DIR.8 Therefore, a patient-
specific multiobjective approach may be more appropriate as it
ensures that the selected outcome is clinically acceptable, with-
out requiring cumbersome parameter adaptations and/or rerun-
ning DIR software, but rather using only a transparent solution
navigation and selection tool.

Further, care should be taken when evaluating the quality of a
DIR outcome solely based on the mean TRE. The approach
illustrates the high subjectivity in the assessment of the quality
of the DIR outcome. Even for the less-challenging cases of
prone-prone DIR, where the mean TRE remained relatively
low, there were highly variable responses with regard to the sat-
isfaction with the clinical quality of the DIR outcome.

This work further illustrates that some DIR cases are inher-
ently hard and sometimes very challenging to be solved to

Table 5 p-values testing the difference in the performance in terms of
mean TRE between groups 1 and 2 for cases 1–5 for prone-prone DIR
and prone-supine DIR.

Case Prone-supine Prone-prone

1 0.625 1.000

2 0.312 0.812

3 1.000 0.125

4 0.437 0.812

5 0.750 0.812

Journal of Medical Imaging 045501-9 Oct–Dec 2018 • Vol. 5(4)

Pirpinia et al.: Simplex-based navigation tool for a posteriori selection of the preferred deformable image registration. . .

Downloaded From: https://www.spiedigitallibrary.org/journals/Journal-of-Medical-Imaging on 12/19/2018
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



clinical satisfaction, regardless of the multiobjective automated
tuning approach used in this study, which ultimately remains
dependent on the underlying single-objective DIR software
(albeit getting the most out of it). This is part of the reason
why some observers were not 100% satisfied. A purely multi-
objective DIR algorithm or improvements to the existing single-
objective DIR software could overcome this. Moreover, the tool
presented in this article could in that case still be used directly,
and the results are expected only to improve.
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