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Systems of Calogero-Moser 
Type 

S. N. M. Ruijsenaars 

ABSTRACT We survey results on Galilei- and Poincare-invariant Calogero­
Moser and Toda N-particle systems, both in the context of classical m~­
chanics and of quantum mechanics. Special attention is given to integrabil­
ity issues and interconnections between the various models. Action-angle 
and joint eigenfunction transforms are also considered, and some novel re­
sults on N = 2 eigenfunctions of hyperbolic Askey-Wilson type and of 
relativistic elliptic type are sketched. 

1 Introduction 

This chapter is concerned with a class of finite-dimensional integrable dy­
namical systems, both at the classical and at the quantum level. The sys­
tems model N interacting point particles on a line or a ring. Thus the cla.<>si­
cal state space is a 2N-dimensional symplectic manifold, and the quantum 
state space a Hilbert space £ 2 ( G, dx 1 · · • dx N), with G equal to the classical 
configuration space. 

The systems admit both a nonrelativistic ( Galilei-invariant) and a rd­
ativistic (Poincare-invariant) version. The nonrelativistic systems were in­
troduced in the seventies and are known as Calogero-Moser (or Calogero­
Sutherland) and Toda systems. They can be tied in with the root systPm 
AN-land also admit integrable versions for the remaining root systems. At 
the classical level all of these systems yield N Poisson commuting indepen­
dent Hamiltonians with a polynomial dependence on the particle rnornenta 
p1 , ... , p N, so that the quantum versions are partial differential opera­
tors (PDOs). 

The systems just delineated were surveyed in the early eighties by 01-
shanetsky and Perelomov, both in the classical [1] and in the quantum 
context [2]. These surveys contain extensive lists of references, and arc to 
a large extent concerned with the relations of the systemi:; to group theory, 
Lie algebra theory, and harmonic analysis on symmetric spaces. 

Integrable relativistic generalizations (corresponding once more to the 
root system AN -1) were first introduced in Ref. 3 at the classical and in 
Ref. 4 at the quantum level. The Poisson commuting classical Ha.miltoni-
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ans have an exponential dependence on the particle momenta, so that the 
quantum versions are analytic difference operators (A.6.0s). The relativis­
tic systems and their relations to the nonrelativistic AN -1 systems and 
various well-known solitonic field theories and spin systems were surveyed 
in Ref. 5. 

Quite recently, the relativistic systems with pair interactions of the trigo­
nometric type were also shown to admit a generalization to the root systems 
BN, CN, DN, and BCN. More precisely, in Ref. 6 van Diejen introduces 
a quite general integrable quantum system that can be specialized to all 
of the root systems mentioned above. In further work [7, 8] he proposes 
even more general systems with elliptic interactions, but for these systems 
integrability has not yet been completely proved. At any rate, the latter sys­
tems encompass by specialization virtually all systems of Calogero-Moser 
and Toda type that are known to be integrable, including external field 
couplings that go beyond the root system machinery. 

We shall deal here exclusively with Galilei- and Poincarf§-invariant mod­
els. In particular, no external fields and root systems other than AN-1 

will be treated, and we also omit from consideration thermodynamical as­
pects, discretizations, R-matrix formulations, internal degrees of freedom, 
and Haldane-Shastry chains. The discussion is addressed principally to the­
oretical physicists at the graduate student/postdoc level, but we believe it 
should also be accessible to mathematicians interested in the systems from 
various viewpoints different from physics. Our emphasis is on expounding 
the integrability of the systems and their interconnections, and on provid­
ing a conceptual understanding of the transforms that diagonalize the com­
muting dynamics-the action-angle and joint eigenfunction transforms. In 
doing so, we have tried to use as few ingredients as possible without losing 
mathematical precision. 

We should mention, though, that the models involved can be viewed from 
a great many angles, and a lot of subfields of mathematics and theoretical 
physics can be brought to bear on them. Correspondingly, our bare-handed 
approach will possibly be viewed as a liability rather than an asset by some 
experts-but these notes are not primarily written for experts. We shall 
return to various related matters toward the end of this section. 

Section 2 is concerned with the nonrelativistic Calogero-Moser and Toda 
systems in the context of classical mechanics. The mathematics involved 
in getting a solid grasp of what classical integrability is all about has been 
particularly well expounded in Refs. 9-11 (in order of increasing sophis­
tication). In Section 2.1 we have summarized some material that can be 
found (in far greater detail) in these sources. In the process, we introduce 
various concepts and notation that will reappear later on. 

In Section 2.2 we introduce the Calogero-Moser systems. The pair po­
tential characterizing the systems is a rational, hyperbolic, trigonometric, 
or elliptic function; cf. (2.18)-(2.21) respectively. The former three choices 
may be viewed as degenerate cases of the latter; cf. (2.22). 
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Having in mind readers who are not familiar with elliptic functions, we 
would like to mention that we use very little of the extensive lore on this 
subject. Indeed, from a pragmatic viewpoint one may regard (2.63) as a 
definition of the key function s(x; w, w') in terms of elementary functions. If 
one now takes (2.64) for granted, and uses (2.50) and (2.52) to introduce the 
Weierstrass P-function in terms of s(x), then almost all further properties 
we need readily follow. But if need be, we can highly recommend Ref. 12 
to read up on elliptic functions (and, more generally, the classic special 
functions entering in Section 6.3). 

The rational and hyperbolic systems (denoted type I and II, respectively) 
live on an unambiguous phase space, and each initial state is a scattering 
state. By contrast, the trigonometric and elliptic systems (denoted type III 
and IV, respectively) give rise to three distinct phase spaces. The choice 
of state space depends on whether one views the particles as moving on a 
line or on a ring, and-in the latter case-on whether one wants to regard 
the particles as distinguishable or indistinguishable. In all three cases, the 
internal motion is oscillatory. 

In the nonrelativistic case the existence of integrals (conserved quan­
tities) for the defining dynamics is most easily seen via a so-called Lax 
pair. We sketch the Lax pair formalism in some detail in Section 2.2 and 
present Lax matrices for each of the four types of pair potentials; cf. (2.32) 
(type I-III) and (2.51) (type IV). We show how the Lax matrix can be used 
to deduce that the rational and hyperbolic interactions lead to a scattering 
of soliton type. That is, the asymptotic momenta are conserved and the 
position shifts factorize as if independent pair collisions were taking place; 
cf. (2.47)-(2.48). 

In Section 2.3 we introduce the periodic and nonperiodic Toda systems 
(denoted type V and VI, respectively). In the former, oscillatory motion 
takes place, whereas the latter lead to soliton scattering. Once more, the 
integrals can be taken to be power traces or symmetric functions of Lax 
matrices, given by (2.57) (type V) and (2.59) (type VI). The Toda sys­
tems may be viewed as limits of Calogero-Moser systems, as encoded in 
the connection diagram (2.62). We detail the arrows in this diagram for 
the various Lax matrices and, therefore, for all of the Poisson commuting 
integrals at once. 

In Section 3 we present and discuss Poincar&invariant generalizations of 
the Galilei-invariant systems from Section 2. Section 3.1 begins by recalling 
the pertinent space-time symmetry groups and their representation in the 
classical mechanics description of N free equal mass particles. It is then 
shown how a natural Ansatz to introduce interactions in the relativistic 
context can only be made to work provided the "pair potentials" that enter 
are natural generalizations of the potentials characterizing the Calogero­
Moser and Toda systems from Section 2. The structure of the time and 
space translation generators suggests candidates for Poisson commuting 
integrals, and these functions (given by (3.19), combined with (3.10), (3.11), 
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and (3.15)-(3.17)) are indeed in involution. Thus, integrability follows as a 
bonus from Poincare invariance. 

In the relativistic case, soliton scattering for the type I, II, and VI sys­
tems can be shown without using a Lax matrix; moreover, no Lax matrix 
is needed to handle the connections in the diagram (2.62)-all of which 
are detailed in Section 3.1. However, in Section 3.2 we show that the com­
muting Hamiltonians can be tied in with Lax matrices. These matrices are 
given by (3.33)-(3.36) (type I-III), (3.41)-(3.44) (type VI), (3.45)-(3.47) 
(type IV), and (3.53)-(3.58) (type V). Cauchy's identity (3.32) and its ellip­
tic generalization (3.49) are the key to the connection between the Poisson 
commuting functions (3.19) and the symmetric functions of these matrices. 

In the nonrelativistic limit f3 -+ 0 (with f3 = 1/c, c denqting the speed 
of light) the Lax matrices reduce to their counterparts from Section 2, 
as detailed in (3.38). (Up to diagonal similarity transformations in some 
cases.) The resulting relation (3.39) between the nonrelativistic and rel­
ativistic Hamiltonians yields nonrelativistic integrability as a corollary of 
the functional equations (3.20) encoding relativistic integrability. 

Section 4 deals with the quantum versions of the nonrelativistic and rela­
tivistic systems. Section 4.1 has an introductory character. First, we present 
an algebraic notion of quantum integrability, which is tied to the systems 
at hand. Specifically, at the nonrelativistic level it amounts to requiring the 
existence of N commuting independent PDOs, including the defining dy­
namics. As a PDO the latter is unambiguously determined-in contrast to 
the Atl.O quantization of the defining relativistic dynamics, which exhibits 
ordering ambiguities. In the relativistic case, therefore, we speak of an in­
tegrable quantization whenever the ordering in the classical Hamiltonians 
is such that the corresponding quantizations commute as A.tl.Os. 

The remainder of Section 4.1 prepares the ground for a reinterpretation 
(by means of unitary joint eigenfunction transforms) of the commuting 
PDOs and Atl.Os as commuting Hilbert space operators. This problem is 
particularly difficult for the Atl.Os, and only partial solutions have been 
obtained to date. It is not widely appreciated what is involved here; in fact, 
even in the commuting PDO case there are no general results ensuring that 
a unitary joint eigenfunction transform exists. For Atl.Os this existence 
problem is greatly aggravated by multiplier ambiguities, as explained in 
Section 4.1. We have also summarized some of the Hilbert space notions 
that are essential for a mathematically sound analysis-notions that are, 
unfortunately, still regarded as outlandish in theoretical physics. 

No Hilbert space lore is needed to understand Sections 4.2 and 4.3, how­
ever. Here, we address the issue of quantum integrability at the nonrela­
tivistic and relativistic levels, respectively; this issue has an algebraic rather 
than an analytic character. As it happens, it is actually more straight­
forward to establish quantum integrability in the relativistic than in the 
nonrelativistic case. Indeed, with the ordering choice exhibited by ( 4.35) 
(type I-IV) and (4.38) (type V and VI) quantum commutativity comes 
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down to the f~nctional equations (4.36) and (4.39), respectively. We sup­
~lemen~ the dire~t proofs of nonrelativistic quantum integrability discussed 
m Section 4.2 with a novel proof at the end of Section 4.3. Here we derive 
nonrelativistic integrability indirectly, as a corollary of relativistic integra­
bility. 

Section 5 is concerned with action-angle transforms-·canonical maps 
(x, p) i--+ (x,f>) that conjugate the Poisson commuting Hamiltonians Hk(x,p) 
to Hamiltonians Hk(f>), k = 1, ... , N. Thus the new Hamiltonians depend 
only on the actions P1, ... , f>N. Therefore, they give rise to evolutions of the 
angles ±1, ... , XN that are linear in the respective evolution parameters 
("times"). As a result, the commuting dynamics are simultaneously "di­
agonalized": The action-angle map is the classical analog of the quantum 
joint eigenfunction transform. 

Whenever the commuting Hamiltonians generate complete flows, the 
Liouville-Arnol' d theorem ensures the existence of action-angle maps on 
suitable invariant submanifolds of phase space. Unfortunately, this exis­
tence theorem is of quite limited practical use, but it does guarantee that 
one is not wasting time in searching for explicit diagonalizing canonical 
transformations. The theorem is already sketched at the end of Section 2.1, 
but for a good understanding of its subject matter it is important to study 
concrete examples. 

We present various elementary examples in Section 5.1. In particular, this 
enables us to link up action-angle maps and the wave maps from scattering 
theory, in a very simple setting where phase diagrams can be used. In 
Section 5.2 we elaborate on this link, showing in particular how the wave 
map formalism for a large class of repulsive pair potentials entails that all 
of these potentials give rise to integrable systems. Therefore, it is crucial 
to single out the systems of type I, II, and VI (for which the wave maps 
exist on all of phase space) by the extra feature of soliton scattering. (The 
wave maps are rather well known in quantum mechanics (usually as M0ller 
operators), but not so in classical mechanics. The reader might consult 
Ref. 10 for the wave map formalism in the latter context. More generally, 
in Ref. 13 wave maps form the starting point for a great variety of contexts 
in which scattering takes place, including classical mechanics.) 

In Section 5.3 we detail the construction of an action-angle map for the 
relativistic type II system. This map is, roughly speaking, an interpolation 
of the incoming and outgoing wave maps. From the construction and its 
specialization to the nonrelativistic type II system and the type I systems, 
one readily deduces some highly remarkable duality properties. Specifically, 
the inverse of the action-angle map serves as an action-angle map for dual 
systems living on the action-angle phase space, and these dual systems are 
once more Calogero-Moser systems-as encoded in (5.24). Further spin­
offs include a rather explicit picture of an extensive class of evolutions and, 
as a consequence, a complete elucidation of their long-time asymptotics; 

cf. (5.42)-(5.46). 
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Toward the end of Section 5.3 we also take a brief look at action-angle 
maps for type III systems. There is much more geometry involved here, 
since oscillatory motion and partial equilibria are present. On the other 
hand, the dual systems are once more characterized by a solitonic long­
time asymptotics. In this case, however, each of the dual dynamics (of 
which (5.51) is the simplest representative) gives rise to a codimension-one 
subvariety containing states that do not have a free asymptotics (due to 
coinciding velocities, roughly speaking). 

In Section 6 we consider eigenfunctions of the PDOs and ALlOs at hand, 
with a bias toward their suitability as kernels of diagonalizing unitaries. 
This is a subject where many of the key questions are still open. For in­
stance, no eigenfunctions at all are known for the Toda A.6.0s. Open ques­
tions abound for the type II and IV systems, too. Even in the type III 
case, where transforms in terms of multivariable orthogonal polynomials 
are known both for the commuting PDOs [14, 15] and for the commuting 
A.1.0s [16, 17], the polynomials are not known in a sufficiently explicit way 
to establish the duality properties expected from the classical level (save 
for N = 2 [5]). 

In our survey [5] we have already written on eigenfunctions vs. Hilbert 
space aspects, and our choice of topics for Section 6 supplements the discus­
sion that can be found there. In particular, we do not reconsider the connec­
tions with harmonic analysis on homogeneous spaces associated with clas­
sical and quantum groups and algebras-a subject that has mushroomed 
considerably over the past few years. Instead, we mention a few recent ref­
erences (among many) that are concerned with this theme from various 
partly complementary viewpoints, namely Refs. 18-22; further literature 
can be found there. 

Section 6.1 has an introductory character. We specify the PDOs and 
AAOs to be discussed and reappraise the problem of their Hilbert integra­
bility-the question whether and when they can be defined as commuting 
Hilbert space operators via a unitary joint eigenfunction transform. As sim­
ple examples, we present two such transforms for the type I and II PDOs 
and A.1.0s. 

In Section 6.2 we sketch how multivariable orthogonal polynomials 
emerge as joint eigenfunctions for the type III PDOs and ALlOs. As we 
see it, the key idea dates back to Sutherland's paper [14]: All of the op­
erators at issue take a triangular form w.r.t. a suitable partial order on a 
well-known orthonormal base for the symmetric subspace of L2('Jl'N) ("free 
boson eigenstates"), with 'Jl'N the N-torus. In this case, the multiplier am­
biguity for the A.6.0 eigenfunctions can be ignored, since any nontrivial 
multiplier would spoil the polynomial character of the latter. (But when 
one tries to solve the "band" problem, one needs nonpolynomial eigenfunc­
tions interpolating the polynomials, and so the ambiguity reappears.) 

We also use the type III eigenfunctions to illustrate how the nonrelativis­
tic "anyon" particles turn into fermions at the relativistic level. Moreover, 



7. Systems of Calogero-Moser Type 257 

at the end of Section 6.2 we compare the quantum and classical type III 
transforms, reading off exactness of semiclassical quantization . 

. In Secti?n 6.3 we sketch some of our (hitherto unpublished) results on 
e1genfunct1ons for the N = 2 relativistic type II and IV systems. As it turns 

out, the integral representation for the former which we have found admits 

a natural generalization to four coupling constants instead of one, and 

then yields eigenfunctions for the hyperbolic version of the trigonometric 

Askey-Wilson A6.0 [23]. These novel eigenfunctions have a great many 

remarkable properties. In particular, they are not only self-dual (in a sense 
generalizing the self-duality of the relativistic type II system), but they are 

also simultaneous eigenfunctions for two commuting Askey-Wilson type 
A6.0s acting on the same side of the duality picture. 

The Askey-Wilson polynomials can be obtained from these functions 
by analytic continuation and discretization of one of the two pertinent 

variables. The self-duality mentioned above already left its footprints for 
these polynomials, but the second commuting A6.0 for the continuous 

variable has a trivial action on the polynomials. This is because the latter 
are periodic, with the period equal to the step size of the relevant Af°:::l.O. 

The Askey-Wilson polynomials can be tied in with compact quantum 
groups; more generally, various q-special functions correspond to quantum 
(Hopf) algebras. (See for example Refs. 24-27 and references given there.) 

It is therefore natural to expect that functions of the type occurring in 
Section 6.3 are again related to algebraic objects. Candidates include non­
compact quantum groups, whose representation theory is still in its infancy. 

Section 6.3 is concluded with a description of type IV N = 2 eigenfunc­
tions corresponding to special coupling constants. The relativistic eigen­
functions generalize the Lame functions, represented in a form that can be 
found in Ref. 12. Among other things, we have not yet been able to show 

that these functions give rise to an orthonormal base for the pertinent 
Hilbert space, as we do expect. (This is one reason why Ref. 28, already 

promised in Ref. 5, has not been published yet.) 
We were originally planning an additional section on relations with vari­

ous well-known infinite-dimensional integrable systems. However, this had 

to be omitted, so as to keep these lecture notes (and the time spent in 
writing them) within bounds. Let us, therefore, finish this introduction by 

just mentioning some of these relations and a few references. 
First, as regards the classical versions of the systems, these have al­

ready been compared to various soliton field theories and soliton lattices 

in Ref. 5; cf. also Refs. 3, 29, 30. These infinite-dimensional integrable sys­

tems include the Korteweg-de Vries, modified KdV, sine-Gordon, nonlin­

ear Schrodinger, Boussinesq, Hirota-Satsuma and Landau-Lifshitz (XYZ) 

equations, and the infinite Toda lattice. What emerges from these res~lts 
is an intimate relation between the N-soliton solutions and the N-part1cle 

relativistic Calogero-Moser systems for special parameter values. More spe­
cifically, provided the N-soliton scattering maps arising in the infinite sys-
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terns are suitably parametrized, they coincide with the N-particle scatter­
ing maps of the pertinent Calogero-Moser system. Moreover, for some of 
the infinite systems (including the KdV, modified KdV, and sine-Gordon 
equations), the N-soliton solutions themselves can be obtained via suit­
able N-particle dynamics, which gives rise to a natural notion of soliton 
space-time trajectories. 

There is meanwhile considerable evidence that the soliton-particle cor­
respondence turns into physical equivalence at the quantum level (i.e., 
the same scattering and bound-state structure occurs for the quantum­
mechanical particles as for the field- and lattice-theoretic solitons). In par­
ticular, it can be shown that the N = 2 transforms of type II and IV from 
Section 6.3 have the expected properties on the sine-Gordon and XYZ 
lines, respectively (cf. also Refs. 5, 31). However, in the absence of explicit 
N-particle relativistic type II and IV eigenfunction transforms with all of 
the required properties (such as unitarity and factorized scattering), the 
equivalence remains a conjecture whose plausibility can be disputed. 

Finally, we would like to mention a novel theme of more recent vintage 
than those surveyed in Chapter 4 of Ref. 5. This concerns eigenfunctions 
of quantum Calogero-Moser models vs. solutions to equations of Knizhnik­
Zamolodchikov type. This relation is currently under active study; most of 
the relevant literature can be traced from the recent references [19, 20, 22, 
32]. 

2 Classical N onrelativistic Calogero-Moser and 
Toda Systems 

2.1 Background: Classical Mechanics/Symplectic Geometry 

As mentioned previously, the N-particle systems at issue describe one­
dimensional particles. The simplest mathematical description of this phys­
ical situation is to let each particle position vary freely over JR. An initial 
state of the system is then encoded in a position vector x = ( x 1 , ••• , x N) E 
JRN and a momentum vector p = (p1, . .. ,pN) E JRN, whereas the time 
evolution is given by Hamilton's equations 

. aH . aH 
Xj = 8p.' PJ = - ox.' j = 1, ... 'N, 

:J :J 
(2.1) 

with H(x,p) the Hamiltonian (energy function) of the system. 
As a first example of this setting, consider a Hamiltonian of the form 

N p2 

H= L-J +U(x) 
J=l 2mj 
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where U(x) (the.potential energy) is a smooth real-valued function on RN. 
When f! ( x) v~mshes, one is left with the sum of the kinetic energies of 
N particles with mass m · and the 1 t· t (2 ) · · · 

J, so u ion o . l 1s obviously given 
by Xj (t) .= Xo,~ + tpo,j/m!, Pi(t) = Po,j, j = 1, ... , N. Thus, particle j 
moves with umform velocity Po,j/mj along the line without "seeing" the 
remaining particles. More generally, when U ( x) is of the form 

N 

U(x) = LVJ(xj) 
j=i 

the particles move independently of each other in external fields. Then the 
ODE system (2.1) decouples and one is left with solving Newton's ODE 
F_(y). my, where F(y) = -V'(y) is the force field. Since m·f;2/2+ l'(y) is 
time independent, qualitative features of the motion can be read off from 
a plot of the contour lines p2 /2m + V(x) = E in the (x,p)-plane (phase 
diagram). 

Of most interest for the present lectures is the special case where U(x) 
is a sum of pair potentials, 

N 

U(x) = L VJk(xj - xk). 
j,k=i 
j<k 

This may be viewed as a one-dimensional analog of the three-dimensional 
gravitational N-body problem. In the latter situation the pair potentials 
Vjk(y), y E R3, are proportional to 1/lyl, and so the potential energy 
diverges when collisions occur. For the Calogero-Moser systems, too, the 
pair potential is singular at the origin. To avoid such singularities at least 
for initial states, one should restrict the range of variation of the system 
position vector x. Thus, one chooses initial positions in an open subset G of 
!RN-the system's configuration space. Then the space of initial states-~the 
system's phase space-is given by the set 

n = {(x,p) E R2N Ix E G}. (2.2) 

As just sketched, the choice of phase space f1 (the kinematics) depends 
on the system Hamiltonian H (the dynamics). Assuming from now on that 
H is a smooth function on !.1, it follows from standard ODE lore that the 
system (2.1) with initial value Uo E !.l has a unique solution u(t) E !.l for 
some t-interval (-T-,T+) around 0. But even in the simplest case where 
U ( x) is smooth on RN and correspondingly one can take n = R2N, this 
local solution need not be extendible to a global solution on (-oo, oo): one 
or more of the particles may escape to infinity in finite time. In the "next 
simplest" case where a collision set is discarded, it can also happen that 
collisions do occur after a finite time. 
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The first question to answer, therefore, is whether for a given Uo E n a. 
global solution u(t) En, t E JR, exists. If this is the case, one can ask ques­
tions about the long-time characteristics of the trajectory, such as whether 
it stays in bounded subsets ofO (corresponding to an N-body bound state), 
or whether it exhibits a free motion 

u(t) rv (x± + tv±,p±), t-+ ±oo, 

for asymptotic times (corresponding to a scattering state). 
Of course, such questions can be more easily dealt with when one is able 

to solve Hamilton's equations (2.1) in a sufficiently explicit way. But this 
appears impossibly difficult for most Hamiltonians of physical interest, and 
certainly so for the N-body gravitational Hamiltonian. Accordingly, the 
latter context gives rise to simple qualitative questions that are wide open. 
even three centuries after Newton. 

The Calogero-Moser and Toda Hamiltonians are notable exceptions to 
this rule. An important property of these Hamiltonians is that they are 
integrable-a notion we shall discuss shortly. First, however, we would like 
to recall some geometric formalism that makes it possible to handle (finite­
dimensional) classical mechanics in a mathematically precise and concise 
way. 

As a quite general-state space on which Hamiltonian mechanics can be 
defined, one can take a 2N-dimensional differentiable manifold 0 equipped 
with a nondegenerate closed 2-form w-a symplectic manifold (0, w). The 
cotangent bundle of an N-dimensional differentiable manifold G can be 
equipped with such a form in a natural way, and we shall mostly specialize 
to this setting. In particular, viewing the phase space (2.2) as the cotangent 
bundle to the open set G C R_N, this symplectic form reads 

N 

w =I: dx3 /\ dpj. 
j=l 

(2.3) 

More generally, fixing a point u0 in a symplectic manifold (O,w), there 
exist coordinates (x(u),p(u)) E JR2N for u in a neighborhood U of u 0 such 
that w takes the form (2.3) on U (Darboux's theorem); such coordinates 
are referred to as canonical (or symplectic) coordinates. 

Since w is nondegenerate, a 1-form a on n gives rise to a vector field 
x«><) on n, uniquely determined by requiring 

w(X(o), X) = a(X) 

for arbitrary vector fields X. To obtain a dynamics on the symplectic man­
ifold n one can now start from any real-valued smooth function H on n 
and introduce the associated Hamiltonian vector field XH = X(dH); then 
the time evolution is governed by 

iL = XH(u), u E 0 (2-4) 
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and the corresponding flow 0 -+ 0, Uo 1--* u( t) is written exp( tX H), or 
briefly etH. As before, this flow is a priori only locally defined, with the 
time interval depending on Uo. When all trajectories stay inn for all times, 
the flow is called complete. Showing completeness for Hamiltonians of phys­
ical interest may be quite difficult. In purely mathematical work, however, 
one often assumes that n is compact. Then the completeness problem evap­
orates, since in that case any Hamiltonian flow is complete. 

In the special (noncompact) setting (2.2), (2.3), we have H = H(x,p) 
and 

(2.5) 

(2.6) 

Thus, (2.4) can be rewritten as 

(x,p)t = S\7 H, 

which amounts to (2.1). 
Returning to the general case, we introduce the Poisson bracket 

(In Sections 2, 3, and 5, we use the symbol C00 (M) to denote the space 
of real-valued smooth functions on M.) Recalling the above definition of 
Hamiltonian vector fields, this can also be written 

{F, G} = dF(Xc) = -dG(Xp) = -Xp(G) = Xc(F). 

It is easily checked that the Poisson bracket equips C00 (!.1) with a Lie 
algebra structure: {·, ·} is bilinear, antisymmetric, and satisfies the Ja­
cobi identity. The relation to the Lie bracket [·, ·] (anticommutator) on 
the Hamiltonian vector fields is given by 

In the special case (2.2), (2.3) one can write, more concretely, 

N 

{F,G} = 2_)8x;F8p;G-8p;F8x;G) = \lF·S\lG 
j=l 

whence one obtains the canonical commutation relations 

{x X ·}-{p·p·}-0 {x,,p1·}=15i1·, i,J·=l, ... ,N. i1 J - " J - , • 
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Fixing a Hamiltonian H E C 00 (0), one can now characterize the func­
tions IH C C00 (f!) that are conserved under the H flow etH_the so-called 

integrals: One has 

I EIH ~ {I,H} =0. (2.7) 

Indeed, this follows from 

dl 
dt = XH(I) ={I, H} 

where the argument exp(tXH )( u0 ) is suppressed. From antisymmetry it is 
immediate that H E I H. More generally, assuming Ii , ... , h E I H, any 
f E C00 (1Rk) gives rise to a function f(fi, ... , Ik) E IH, as is easily verified. 
Thus, IH is an (infinite-dimensional) algebra. Using the Jacobi identity one 
infers that IH is also a Lie algebra w.r.t. the Poisson bracket. 

We proceed by discussing symplectic maps. First, let us assume that n 
is an open subset offfi.2N with coordinates (x,p) and symplectic form (2.3). 
A diffeomorphism 

1>: n _, n, (x,p) f---l- (x,p), (2.8) 

onto an open subset D of JR2N is then called a canonical transformation 
when the functions x1(x,p), ... , PN(x,p) E C 00 (0) satisfy the canonical 
commutation relations 

Equivalently, for any (x,p) E 0 the Jacobian matrix (Dcf.>)(x,p) belongs to 
the symplectic group Sp(2N, JR.), i.e., 

(D'l>)S(Dct.>)t = S. (2.9) 

A third equivalent definition can be used to introduce a coordinate-free 
generalization. To state this definition, we equip fi with the symplectic 
form 

N 

w = L:dxj /\df>j· 
j=l 

Then the above map (2.8) is a canonical transformation iff 

<I>*w = w. (2.10) 

A symplectic map (or symplectomorphism) between two symplectic mani­

folds (n, w) and (0, w) is now a diffeomorphism cp from n onto n such that 
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(2.10) holds true. Equivalently, one can require that <I> preserve Poisson 
brackets. That is, letting 

F = cp* F, FE C00 (fi), 

one should have 

{F,G} = {F,ar, VF,G E C00 (fi). 

A complete Hamiltonian flow is readily shown to yield a 1-parameter group 
of symplectic maps exp(tH): (O,w) - (n,w). 

For canonical transformations one often interprets the functions x(x,p) 
and p( x, p) as new coordinates on n, which have the special property that 
the symplectic form w given by (2.3) can be written as Lj d.Xj /\dpJ; Thus, 
these coordinates are canonical, just as the coordinates x, p; cf. the defi­
nition below (2.3). The key property of canonical transformations is that 
they leave Hamilton's equations invariant. That is, setting 

ii(u) = H(&(u)), £ = <I>-1,u = (x,'fJ), 

and assuming u(t) solves the Hamilton equations 

du S" ii(A) dt= Vii U 

in the new coordinates, one gets a solution u(t) = £(u(t)) to the Hamilton 
equations 

du 
dt = S'lv.H(u), u = (x,p), 

in the original coordinates. (Indeed, this follows from the chain rule and 
the canonicity property (2.9).) Reformulated in the coordinate-free setting 
of symplectic maps, this state of affairs amounts to a commutative diagram 

i.e., to the equality 

E ~ 

uEO-uEO 

exp(tH) r i exp(tH) 

uoEO~u0 Efi 

etH = e o etiI o cp, e := cp- 1,fi := £*(H). 

(2.11) 

(2.12) 

We are now prepared to discuss the notion of integrability. Fixing H E 

C00 (0), one calls H an integrable Hamiltoni~ W:hen th~re exist i~tegr~ 
Ji= H, h, ... , IN that are independent and m mvolut1on. That 18, their 
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gradients dli, ... , dlN are linearly independent on an open dense subset 
of n and they mutually (Poisson) commute. 

Let us first illustrate this definition with a trivial, yet instructive example. 
Consider the Hamiltonian H(x,p) = P1 on the phase space (2.2). Then any 
I E C00 (r!) that does not depend on X1 belongs to IH. In particular, H is 
integrable in the above sense, since one can choose, for instance, h equal 
to Xk or Pk fork= 2, ... , N. Each of these 2N-l choices leads to distinct 
maximal Abelian subalgebras ofIH (which is itself non-Abelian), consisting 
of functions f(Ii, ... , IN), f E C 00 (RN). (As is readily seen, a symplectic 
form cannot vanish on a k-dimensional subspace for k > N; this is why the 
subalgebras cannot be enlarged without violating commutativity.) 

The definition of integrability just exemplified can be widely found in 
the physics literature. It is however not strong enough to guarantee the 
applicability of the Liouville-Arnol'd theorem. Moreover, it does not single 
out Calogero-Moser Hamiltonians among N-particle Hamiltonians of the 
form 

l N N 

H = 2 LPJ + g2 L V(xj - xk), g > 0, 
j=l j,k=I 

(2.13) 

Ij<k 

with a repulsive pair potential V(x), since any such Hamiltonian is inte­
grable. In this subsection we do not elaborate on the latter assertion (this 
is deferred to Section 5.2), but we do want to discuss the Liouville-Arnol'd 
theorem. Accordingly, we should first sharpen the above definition of inte­
grability. 

We shall henceforth call a Hamiltonian Liouville integrable iff (i) it is 
integrable in the above sense; (ii) the flows generated by Ii, ... , IN are 
complete. To appreciate the additional restriction, it is important to be 
aware of the fact that any Hamiltonian H on a symplectic manifold (D, w) 
is integrable in a neighborhoodU ofany point uo E n for which dH( u0 ) =f 0. 
Indeed, it can be proved that there exist canonical coordinates x( u), p( u) 
on U such that H(u) = p1 (u) on U; therefore, the example just discussed 
applies. Of course, the crux is that typically U will not be complete under 
the flows exp(tJIJ)· 

Let us now assume that a given H E C00 (0) is Liouville integrable. 
Fixing a point Uo E n at which the gradients dli, ... ) dI N are linearly 
independent, consider 

M(uo) = {u(t) It E JRN}, u(t) = exp(t1/i) · · ·exp(tNIN)(u0). (2.14) 

This is a well-defined subset of n, since the flows are complete on D. 
Moreover, linear independence of the gradients entails that M ( u 0 ) is an 
N-dimensional submanifold. Since the flows commute, the set { t E JRN I 
u(t) = uo} is a discrete subgroup of JRN. From this one infers that M( u 0 ) 
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is diffeomorphic to 1'k x JRN-k for some k E {O, 1, ... , N}. (In particular, 
w~en M(u0 ) is compact, one must have k = N.) 

These somewhat sketchy remarks are the starting point for the Liouville­
Arnol' d theorem. This theorem asserts that on suitable disjoint, open and 
connected submanifolds Oi, i = 1, 2, ... there exist canonical coordinates 
x(u), p(u) such that the commuting Hamiltonians 11 = H, h ... , IN 
depend solely on pi, ... , PN (the so-called action variables), whereas the 
angle variables x1, ... , x N vary over lR or the torus T1 . Thus the flow 
exp(tj Ij ), j E {1, ... , N}, amounts to a translation of the angle variables 
that is linear in the evolution parameter t3. 

Of course, our description of this theorem is incomplete as long as we do 
not define the qualifier "suitable." We shall have more to say about this in 
Section 5. For the time being we mention that "suitable" includes first of all 
the assumption that the gradients dli, ... , dl N are linearly independent 
on Oi and that the commuting flows are complete on Oi. This assumption 
already entails that Oi is a union of N-dimensional submanifolds of the 
form (2.14). As a second assumption, these submanifolds of Oi should all 
be diffeomorphic. 

For our purposes it is convenient to reinterpret the existence of action­
angle coordinates on the submanifold ni as the existence of a symplectic 
map 

~i: (Oi,w)--+ (fii,wi), u ~ (i:,p) 

onto a new manifold of the form 

fii =Mix Ai 

with 

Mi= 1'ki x RN-k;, ki E {O, 1, ... 'N}, 

(2.15) 

(2.16) 

and Ai an open connected subset of RN; the symplectic form on fii reads 

N 

Wi = L di:j /\ dp3. (2.17) 

j=:l 

Here, p varies over Ai, x1 , ... , Xk; over (-7r,_7r] \so T1 ~viewed as lR/27rZ) 
and X- XN over JR. This reinterpretation is notationally and concep­

k + 1' ... ' 
tually ~eful, since our starting point differs considerably ~rom_the ab~tract, 
coordinate-free setting of the theorem. Indeed, our Ham1ltoman H is typ­
ically given as a concrete function of canonical coordinates x, p, whose 
range of variation serves to define n. Whenever one can show tha~ H ( x, P) 
is Liouville integrable, one should try and concretize th~ ~ubman~folds n~ 

d t . 1 aps ;,.. and obtain in particular explicit functions of P an ac ion-ang e m '*"i• . . l 
for the transformed integrals. In Section 5 we shall illustrate this genera 
program with several concrete examples. 
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2.2 Calogero-Moser Systems 

The Calogero-Moser systems are dynamical systems defined by N-particle 
Hamiltonians of the form (2.13) with a special choice of pair potential V(x). 
One can distinguish four different types, denoted by I-IV: 

I. 

II. 

III. 

IV. 

1 
x2 

µ2 h-2 (µx) 
4 S 2 I 

µ2 sin-2 (µx) 
4 2 ' 

µ>0 

µ>0 

P(x;w,w'), w, -iw' > 0 

(rational) (2.18) 

(hyperbolic) (2.19) 

(trigonometric) (2.20) 

(elliptic) (2.21) 

Here, P is the Weierstrass function, a doubly periodic meromorphic func­
tion with primitive periods 2w, 2w' and double poles at the period lattice. 
The type I-III systems can be viewed as limiting cases of the type IV 
system, since one has 

{
1/x2 

P(x; w, w') = 112 /31+ v2 / sh2 vx, 
-v2 /3 + 112 / sin2 vx, 

I • w = oo,w = ioo, 

w = oo, w' = i7r /2v, 

w = 7r/2v,w1 = ioo. 

(2.22) 

Consider first the type I and II cases. Discarding the collision sets Xi = Xj 

from JR_N, one obtains an open set JR.~ with N! connected components, 
corresponding to the various particle orderings. On JR.~ the potential energy 
is a smooth function. Fixing an initial point ( xo, Po) E JR.~ x lR N, the energy 
E0 = H(x0 ,p0 ) is conserved along the corresponding orbit (x(t),p(t)). 
Since the potential is positive, this leads to an upper bound on lp(t)I and 
a nonzero lower bound on the particle distances. Therefore, no collisions 
can occur, and escape to infinity in finite time is excluded, since l±i(t)I = 
IPi(t)I :5 C along the orbit. Hence the flow is complete, and we may as well 
restrict attention to the phase space 

n = G x IR.N, G = {x E IR.N I XN < ... < X1}, (I,II) (2.23) 

with its canonical form (2.3). 
Next, consider the system of type III, often called the Sutherland system. 

In this case one can distinguish three different versions of the Hamiltonian. 
First, one can again avoid the singularities of the potential by deleting 
the sets Xi = x i (mod 27r / µ) from JR. N. This yields an infinite number 
of connected components, each giving rise to phase spaces on which the 
Hamiltonian flow is complete. (This follows in the same way as before from 
energy conservation.) We restrict attention to one of these, 

G = x E IR.N ) • { I XN < ·· · < X1 } 

X1 - XN < 27r/µ 
(III) (2.24) 
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This choice amounts to _a fixed ordering and minimal distances between 

the particles. We equip n with the form (2.3), and so obtain once more a 

symplectic manifold of the cotangent bundle type. 

The choice of phase space just delineated is mathematically acceptable. 

but appears unnatural from a physical standpoint. One would rather like 

to view the Xj 's as encoding angular positions, so that the type III Hamil­

tonian describes N particles on a ring that interact via an 1/d2 potential, 

where d is the distance between particles as measured in the plane of the 

ring. 

This interpretation can be mathematically implemented as follows. Con­

sider the map 

f: (x1, ... ,xN,P1, ... ,pN) 

~ ( XN + ~, X1, · · · ,XN-1,PN, Pi, .. · ,PN-1). (2.25) 

Restricted to D, this map is bijective, has no fixed points, and is symplectic. 

As such, it generates a symplectic Z-action on 0, and we may divide out 

this action to obtain a new symplectic manifold 

n = n;z (2.26) 

equipped with the quotient form, again denoted by w. 

A simple choice of coordinates for 0 reads 

n '.::::'. {(x,p) E IR2N Ix E FN} (2.27) 

where F N is defined by 

FN = { x E ]RN I-~< XN < ... < X1::::; ~}· (2.28) 

This choice is in accordance with the above-mentioned physical picture of 

particles occupying distinct positions on a ring, with the particles viewed 

as indistinguishable. Indeed, an initial state of this physical system can be 

uniquely encoded in N phase factors exp(ixj/µ), j = 1, ... , N, x E FN, 

regarded as positions on the ring S 1 c C '.::::'. IR2 , and in associated momenta 

P1, · · · , PN E lR. 
From a mathematical point of view the choice (2.26) and coo!dinatization 

(2.27) are also natural. Indeed, the type III Hamiltonian on 0 is invariant 

under the Z-action generated by f (i.e., it takes the same values on orbits of 

f).Thus, its (complete) flow on 0 descends to a well-defined and comple~e 

flow on n. Moreover, FN x IRN is a fundamental set for the Z-action on n. 
That is, for a given (x,p) E n, there exist uniquely determined x E FN, 

l E {l, ... , N} and m E Z such that 

_ 27fm 
X1 =xz+-­

µ 
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and then p is given by 

_ 27rm 
XN-l+l = XN + -­

µ 
_ 27r(m - 1) 

XN-l+2 = X1 +---­
µ 

· _ 27r(m - 1) 
XN = XL-1 + --'--­

µ 

Pl =PI 

PN-l+l = PN 

PN-1+2 =PI 

PN = Pl-1· 

At this point it should be emphasized that the coordinatization (2.27), 
(2.28) is a set-theoretic one: each r-orbit in 0 is labeled by a unique (x, p) E 

FN x IRN. There are no globally defined smooth coordinates on D, just as 
no global smooth coordinate function exists on 11'1 . Of course, on the open 
dense coordinate patch {x1 < 7r/µ} the coordinates are smooth, and on 
this patch the quotient form is given by (2.3). However, one cannot simply 
discard the subset { x 1 = 7r / µ}, since the H ft.ow is not complete on the 
submanifold { X1 < 7r / µ}. 

Alternatively, one can view the particles on the ring as distinguishable. 
This can be encoded mathematically by employing the phase space 

!1' = D/Z' (2.29) 

where Z' denotes the /Z-action generated by 

N ( 27r 27r ) f :(x,p)i-> X1+µ, ... ,XN+µ,p. 

One way to coordinatize !1' is to take 

n' '.::::'. { ( x, P) E IR2N I x E F~} 

where 

F~ ={xEa I tx, E (-~;, ~;]} 
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Indeed, for a given (i,p) En one can take 

_ 27rm 
Xj=Xj+--,pj=Pj, j=l, ... ,N, 

µ 

where m E Z is uniquely determined. 

(2.30) 

These three interpretations of the type III Hamiltonian illustrate that 
the canonical coordinates x and pin Hamilton's equations (2.1) may have 
several meanings, depending on what one intends to model physically. The 
same ambiguity occurs for the type IV systems, since the graph of P(x) 
on (0, 2w) has the same features as that of 1/ sin2 (nx/2w). Thus, replacing 
µ by 1T / w in the above, one obtains three mathematically and physically 
distinct versions of the elliptic system. 

For all of the above Hamiltonians H(x,p), the function 

belongs to IH; cf. (2.7). This expresses conservation of total momentum 
under the H flow. (Reciprocally, the conservation of H under the P flow 

eYP(x,p) = (x + (y, ... ,y),p) 

amounts to translational invariance of the potential energy.) Thus the 
Hamiltonian H is integrable for N = 2, but this clearly holds true for 
any Hamiltonian of the form 

The Calogero-Moser Hamiltonians, however, remain integrable for N > 
2. The existence of N independent integrals can be most easily seen via a 
so-called Lax pair formulation of the Hamilton equations. This concept is 
also crucial in the context of infinite-dimensional integrable systems, such 
as the sine-Gordon field theory. We continue by describing it in a rather 
general form that can be applied to the latter context, too. 

Specifically, suppose that L(t), M(t), t E JR, are two families of (linear) 
operators on a (separable, complex) Hilbert space 'H such that 

L = [M, L], \it E JR. (2.31) 

(When dim 1t = oo and L(t), M(t) are unbounded operators, one needs 
additional assumptions. Such technicalities will be ignored here.) Then the 
spectrum of L(t) is constant in t. This assertion can be quickly proved by 
using linear ODE methods, as follows. 

We begin by noting that the ODE U =MU has a unique solution U(t) 
such that U(O) = l. Specifically, iteration of the corresponding integral 
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equation 

U(t) = 1 + 1t ds M(s)U(s) 

yields the solution 

00 t rn-1 

U(t) = 1 + L lo ds1 ···lo dsn M(s1) · · · M(sn)· 
n=l 0 0 

(Depending on subcultures, this formula is referred to variously as the 
Volterra expansion/variation of constants formula/Dyson expansion/time-­
ordered exponential/product integral.) Defining now the operator family 

K(t) = U(t)L(O)U(t)- 1 (2.32) 

we see that K(t) is similar to L(O), and so its spectrum equals that of 
L(O). To complete the proof, it therefore remains to s~ow that K(t) equals 
L(t). Since this is true fort= 0, we need only prove K = [M, K]. (Indeed, 
this linear ODE again has a solution that is uniquely determined by its 
initial value.) But this readily follows from (2.32) by using 0 = (uu- 1 )' = 
U(U- 1)'+M. 

For a finite-dimensional Hilbert space 1t = C1 a second proof applies; 
this proof will also lead to the conserved Hamiltonians we are looking for. 
Let us define the power traces 

1 k 
Hk = kTrL , k = 1,2, .... (2.33) 

Using cyclicity of the trace, we then get 

ih = Tr(LLk- 1 ) = Tr(MLk - LMLk-1 ) = 0 

so that the traces are t-independent. Now write 

00 

det(l1 + .>.L) = L:.>.ksk. 
k=O 

Thus, Sk equals the sum of all kth order principal minors of L for k :5 l 
and vanishes for k > l. These symmetric functions of L are polynomials 
in the power traces Hk (and vice versa), so we may conclude Sk = 0. 
Consequently, L(t) hast-independent spectrum, as claimed. 

We mention in passing that the polynomial relations between the Sk and 
the Hk boil down to the well-known Newton identities that connect the 
coefficients of a polynomial with the sums of its root powers. The relations 
can be explicitly determined from the formal power series identity 
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(To see that this holds for an arbitrary l x l matrix L, first take L = 
diag(.>.i,. · .. , .>.1); then (2.34) is clear from the Taylor series ln(l + x) = 
- 2:(-x )1, lxl < 1. But then (2.34) follows for diagonalizable L, since 
traces and determinants are invariant under similarity. Now diagonalizable 
L are dense in Mz(C), so the polynomial identities obtained by equating 
powers of.>.. indeed hold true for arbitrary l x l matrices.) 

To apply this isospectrality result to a Hamiltonian H on a symplectic 
manifold {O,w), it suffices to construct Mz(C)-valued functions Land M 
on n such that the pair K(t) = K(u(t)), K = L, M, satisfies (2.31). (Of 
course, u(t) denotes the H flow; the abuse of notation occurring here is 
standard.) Indeed, whenever this can be done, the power traces of L (or, 
equivalently, its symmetric functions) will generate a subalgebra of IH (cf. 
the paragraph containing (2.7)). At this point it should be emphasized 
that there are no general methods for obtaining Lax pairs: They have to be 
pulled out of a hat. Moreover, when they exist, they are highly nonunique. 

For the above Calogero-Moser Hamiltonians Lax pairs were found some 
twenty years ago. As it has turned out, a suitable choice for the Lax matrix 
L not only yields N integrals in involution, but also yields a key tool for 
constructing action-angle maps. We continue by detailing such a choice of 
L and an associated M for the hyperbolic case, and then exploit L to derive 
various results of physical interest. Subsequently, the three remaining cases 
will be discussed briefly. 

Our type II Lax pair is defined by taking l = N and 

Ljk = OjkPi + ig(l - Ojk) 2 sh µ(x:- Xk)/ 2 , j, k = 1, ... , N, (2.35) 

M·k_igµ 2 (-o·kL l 
3 - 4 3 l"#i sh2 µ(xi - xz)/2 

+ (1 - 8 ·k) eh µ(xj - Xk)/2 ) . (2.36) 
3 sh2 µ(xi - Xk)/2 

To verify that (2.31) is obeyed for this choice, we first calculate 

Ljj = jJj = -8x1H, (2.37) 

g2µ2"'"""' chµ(Xj - Xk)/2 
[M,L]jj = L(MjkLkj - LjkMkj) = - 4-L..J_ sh3 µ(x· -xk)/2· (2·38) 

k"#j k#J J 

Recalling (2.13) and (2.19), we see that the two right-hand sides are indeed 
equal. The off-diagonal elements yield 

. -igµ2 chµ(Xj - Xk)/2 ( .. _ . ) 
L·k = -- X3 Xk 

3 4 sh2 µ(xj - Xk)/2 

which should be compared to 
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[M, L]ik := MikLkk - Li;Mjk + Rik 

_ igµ, 2 chµ(Xj - Xk)/2 ( _ ·) R-
- 4 h2 ( )/2 Pk P1 + 1k· 

S µ Xj - Xk 
(2.39) 

From this one infers that it remains to show Rjk = 0. To this end, one can 
combine the terms with summation index l # j, k and use the elementary 
functional equation 

(chashb- shachb) sh(a + b) + sh2 a - sh2 b = 0 (2.40) 

with a= µ(xi - xi)/2 and b = µ(xz - Xk)/2. 
The upshot is, that the power traces Hk and symmetric functions Sk of 

the Lax matrix (2.35) are conserved under the H flow. Obviously, we have 

H1 = Tr L = P, H2 = ~ Tr L 2 = H, 

and 

1 N 

Hk = k LPJ + Uk(x,p), k > 2, 
j=l 

(2.41) 

where Uk has degree< kin P1, ... , PN· 
From this one readily infers that the gradients of Hi, . . . , H N are linearly 

independent on an open dense subset of 0. (Fixing>.> 0, the determinant 
of the N x N matrix with rows >.-k+l('\7 pHk)(x, >.p) is a real-analytic func­
tion on 0. Hence it either vanishes identically or on a closed nowhere dense 
subvariety of n. Assuming the first case applies, one obtains a contradic­
tion: taking>.--+ oo, the determinant converges to a Vandermonde deter­
minant, which is nonzero for p1, •.• , PN distinct.) In fact, the gradients 
are independent on all of n, as we will see later on. 

Next, we turn to showing involutivity of the integrals. One way to prove 
this property proceeds via the long-time asymptotics of the flow. The first 
step of the argument (which is in essence due to Moser [33]) consists in 
showing that for any initial point (x0 ,p0 ) E n one gets 

Xj(t) rv XT + tpf, Pj(t) rv PT, t--+ ±oo, (2.42) 

with 

+ + PN < · · · < P1 · (2.43) 

In view of the repulsive character of the interparticle forces, this result 
is very plausible. The complete proof (which is quite subtle) exploits this 
physical intuition, and for brevity we skip it. 

The second step is easy. Recalling first 

(2.44) 
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(cf. the paragraph containing (2.7)), we obtain 

Ckl(xo,Po) = Ck1(x(t),p(t)), \ft E JR. (2.45) 

No': each ter°:1 in Ckt contains at least one factor 1/ sh[µ(x; _ Xj)/2], 80 

takmg t -~ oo m (2.45) and using (2.42), we deduce Ckl = O, as desired. 
Combmmg the asymptotics (2.42) with the properties of the Lax matrix 

we can easily arrive at further conclusions of physical interest. First, usin~ 
(2.35) we deduce 

L(x(t),p(t)) '""diag(pt, ... ,p~), t __. ±oo. (2.46) 

Second, combining (2.46) and isospectrality, we obtain 

PJ = PN-J+I> j = 1, ... , N (conservation of momenta). (2.47) 

Third, let us assume that the scattering map 

is a canonical transformation. (This is plausible, since it amounts to a limit 
oft-dependent canonical transformations; cf. Section 5.2.) If we then define 
L:::..j by setting 

and use (2.47), it follows that [)!::,.i/8x!; = 0. Thus, /::,.j depends only on 
p- and can be determined by choosing x1, ... , xN such that the collisions 
take place approximately pairwise. But then one clearly gets 

!::,.i(P-) = L8(pj,P/;) (factorization) 
kh 

(2.48) 

where o(p, p') denotes the position shift incurred in a 2-particle collision 
with asymptotic momenta p, p'. 

The two properties (2.47) and (2.48) are the hallmark of soliton scat­

tering: the Calogero-Moser particles scatter just as the soliton solutions to 
various two-dimensional integrable PDEs (such as the Korteweg-de Vries 
and sine-Gordon equations). In Section 5 we shall elaborate on the above 
findings, and show in particular that the maps ( x, p) 1-7 ( x±, p±) may be 

viewed as action-angle maps. Here, we only add that completeness of the 

flow exp(tkHk) (and hence Liouville integrability of H) is easily estab­

lished. Indeed, conservation of H yields an upper bound on ip(tk)I and a 
nonzero lower bound on particle distances. Using these bounds one infers 

that jdxj/dtki is bounded above, so escape to infinity in finite time cannot 

occur either. 
Next, we take a brief look at the remaining cases. First, the above dis­

cussion applies verbatim to the type I system: One need only send µ to 0 
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in the equations (2.35), (2.36), and (2.38)-(2.39). Taking now µ ...._. iµ in 
these equations, they clearly apply when H is taken to be the Sutherland 
Hamiltonian (2.13), (2.20), and 0 (2.24) is chosen as phase space. Changing 
(2.40) accordingly, it follows once more that one is dealing with an isospec­
tral flow. As is easily checked, the trigonometric Lax matrix satisfies 

L(f(x,p)) = Sl_L(x,p)S_, (x,p) E 0, 

where r is the generator (2.25) and s_ the antiperiodic shift, 

From this similarity relation we deduce that the power traces on n descend 
to smooth functions on the quotient manifolds 0 (2.26) and fl' (2.29). 
Independence and involutivity of H 1 , ... , HN on all three phase spaces 
now follow by analytic continuation inµ from the hyperbolic case. 

Of course, no scattering takes place in the Sutherland case. Choosing f2 
as phase space, the center of mass 

moves uniformly along the line under the H flow. The distances between 
the particles are bounded above by 27f / µ, and one is therefore dealing with 
an oscillatory motion (classical N-particle "molecule"). 

The function X is not invariant under r, so it does not descend to a 
smooth function on 0 and fl' .· (The physical picture of particles on a ring 
does not allow for an unambiguous center of mass position on the ring 
either.) The X flow on 0, given by 

eax(x,p)= (x,p-(~, ... , ~)) (2.49) 

is invariant under r, however. Therefore, it descends to a smooth symplec­
tic flow on 0 and !J'. Accordingly, the associated vector fields are locally, 
but not globally Hamiltonian. This reflects the fact that the quotient man­
ifolds are not simply connected. More specifically, (2.26) and (2.29) entail 

7f1 (!:!) = 7f1 (D') = Z, since 0 is convex and hence simply connected. 
Replacing 27r /µby 2w, the last two paragraphs also apply to the type IV 

system. In this case, too, a Lax pair formulation exists. Here, however, it 
turns out to be crucial to let L and M depend on an additional spectral 
parameter >..EC. Such a Lax pair was introduced by Krichever [34], who 
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used the Lax matrix for constructing an action-angle map. His La..x matrix 

is expressed in terms of the Weierstrass a-function a(x; w, w'), but both 

here and later on it is convenient to trade a(x) for the 2w-antiperiodic 
function s(x) defined by 

s(x; w, w') = a(x; w, w') exp (-ry(w, w') ;~). (2.50) 

Moreover, we only detail the Lax matrix: We choose 

_ . s(xj - Xk + >.) 
Ljk - 8jkPj + ig(l - 8jk) (.\) ( ) , j, k = 1, ... , N. 

S S Xj - Xk 
(2.51) 

This matrix is a similarity transform of Krichever's Lax matrix, so it 

yields the same symmetric functions and power traces. In particular, using 
the well-known identity 

a(x +.\)a(x - .\) 
a2(x)a2(.\) = P(.\) - P(x) (2.52) 

we obtain 

Moreover, in this case one readily verifies 

L(r(x,p)) = S~L(x,p)S+, (x,p) En, 
where r is given by (2.25) withµ--> 7r/w and S+ is the periodic shift, 

(2.53) 

Therefore, the functions Hk E C 00 (D) descend to smooth functions on D 
and S1'. 

From our later account of the relativistic version of the type IV system 

it will transpire that the symmetric functions Sk(>.) of L (2.51) (and hence 

its power traces, too) are polynomials in g,pj and P(xj - Xk), j, k = 1, 
... , N, with .\-dependent coefficients that are real for .\ purely imaginary 

and not equal to 2kw', k E Z; furthermore, Sk(.\ 1) and S1(>.2 ) commute 
also when .\1 -=/= >.2 . At this point, this is very far from obvious, of course. 

But the linear independence of dH1 , ..• , dHN on open dense subsets of 
the phase spaces D, n and O' follows in the same way as before, and once 

we know H is integrable, we can deduce its Liouville integrability (viz., 
completeness of the Hk flows, k = 1, ... , N) just as for the type III case. 
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As we have seen above, the type I-III Hamiltonians H may be viewed 
as specializations of the type IV Hamiltonian H; cf. (2.22). The relation of 
L(IV) (2.51) to L(II) (2.35) and its associated type III (µ - iµ) and type I 
(µ - O) versions remains to be explained, however. It is convenient to do 
so at the end of the next subsection. 

2. 3 Toda Systems 

The Toda systems are defined by Hamiltonians of the form 

1 N 
H = 2 LPJ +U(x) 

j=l 

with U(x) given by 

(2.54) 

N 

V. a2 ('?=eµ(xrxi-d+eµ(xi-xN)), a,µ>0 (periodic Toda) (2.55) 
N J=2 

VI. L eµ(xi-x;-i), µ > 0 (nonperiodic Toda) (2.56) 
j=2 

In both cases U(x) is smooth on RN, so as phase space we should take 

n::: G x RN, G::: JR.N. (V, VI) 

Since U(x) is positive, energy conservation yields an upper bound on 
lp(t)i, and so escape to infinity in finite time cannot occur. Hence, the 
H flows of type V and VI are complete on n. In the former case energy 
conservation also yields an upper bound on particle distances, so one gets 
an oscillatory motion for arbitrary initial states ("Toda molecule" ) . In the 
latter case the interparticle forces are repulsive, and so each initial state is 
a scattering state. 

The existence of N independent integrals can be established once more 
via a Lax pair formulation of the H flow. Here, we only detail the Lax 
matrix L. For the periodic Toda system it is important to let L depend on 
a spectral parameter w E <C*. Specifically, one can take 

L(V)jk = OjkPi + Dj,k-1 + a28j,k+l exp(µ(Xj - Xj-1)) 

- (ia)NWDjNDkl - a2(ia)-Nw-18j1DkN exp(µ(x1 - XN )) (2.57) 

so that 

H1 = Tr L = P, H2 = ~ Tr L2 = H, (2.58) 

(When N = 2, one should add the constant a2 (w + l/w) to H.) For the 
nonperiodic case we choose 

L(VI)ik = DjkPi + Oj,k-1 + Oj,k+l exp(µ(xj - Xj-1)) (2.59) 
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and then (2.58) holds true again. 

Using the argument below (2.41), one deduces once more that the power 

traces Hi , . . . , H N are independent. Taking for granted that H 3 , . . . , H N E 

IH, one also infers completeness of the flows exp(tkHk) from H being con­

served. For the nonperiodic Toda case one can again exploit the repulsive 

character of the forces to prove (2.42) and (2.43), and then involutivity and 

the soliton scattering properties (2.47) and (2.48) follow in the same way 
as for the hyperbolic case. 

Next, we substitute 

Xj--+ Xj - 2jµ- 1 lna, j = 1, ... ,N, (2.60) 

in the Lax matrix L(V)(x,p), yielding a new matrix-valued function IJ.al(x,p) 
on f!. Since (2.60) may be viewed as a canonical transformation on n, the 

power traces of £(a) still Poisson commute. Now we clearly have 

lim L(a) = L(VI) (2.61) 
a-+0 

so the latter Hamiltonians converge to the power traces of L(VI). Therefore, 

the nonperiodic Toda system may be obtained as a limit of the periodic 
one. 

To conclude this section, we detail similar limit relations between the 

Lax matrices for the six types of systems introduced above. These can be 

encoded in the following hierarchy: 

2-period 

1-period 

AIV~ 
m~1 vr~v (2.62) 

0-period 

The transition V --+ VI was specified in the previous paragraph. Moreover, 

the relations between the type I-III Lax matrices were already described in 

the previous subsection: L(II) and L(III) (and hence Hand its commuting 

integrals) are related by analytic continuation inµ, and takingµ--+ 0 yields 

L(I). The relation between H(IV) and H(I)-H(III) can be read off from 

(2.22), but the transition L(IV) --+ L(I)-L(III) is not obvious from (2.51) 

and (2.35)--if only because (2.51) depends on a spectral parameter and 

(2.35) does not. To elucidate this transition (and also for later purposes) 

we need more information on s(x). 
First, using the product representations for the Weierstrass a-function, 

Legendre's relation, and (2.50), we obtain 

.. ' - 2w. (7Tx)Iloo (1-q21exp(i7rx/w))(x-+-x), (2.63) 
s(x, w, w ) - sm 2w (l _ q2l)2 

1T l=l 
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, 2w' ( i7rx2 ) (i7rx) 
s(x; w, w) = --;;:- exp - 4ww' sh 2w, 

where 

x rroo (1- q2l exp(i7rx/w'))(x ~ -x) 
(1 - q21)2 

l=l 

( i7rw') q:=exp ~ , ( i7rw) q:=exp ---:;- . 

Hence we have 

{
x, 

s(x;w,w') = sh(vx)/v, 

sin( vx) / v, 

w = oo,w' = ioo, 

w = oo,w' = i7r/2v, 

w = 7r/2v,w' = ioo. 

(2.64) 

(2.65) 

Thus, we obtain a hyperbolic Lax matrix depending on a spectral pa­
rameter >. by substituting w' = i7r / µ in (2.51) and sending w to oo. If we 
now take Re>. ~ oo in this matrix, we obtain a similarity transform of 
(2.35). Substituting w = 7r / µ and letting w' --+ ioo yields a trigonometric 
Lax matrix depending on >.; taking Im>. ~ oo in the latter yields a simi­
larity transform of the previous L(III). Finally, putting w' = iw and letting 
w --+ oo leads to a rational Lax matrix depending on .\; taking >. ~ oo, one 
gets the previous L(I). 

The transition IV --+ V is quite nonobvious already at the level of 
the defining Hamiltonian H. To our knowledge, for H this transition was 
first pointed out by Inozemtsev [35]. Here, we detail a more general limit 
L(IV) --+ L(V), which dates back to Ref. 5. To begin with, w' should be 
replaced by i7r / µ, and a position shift 

2jw 
Xj~Xj-N' j=l, ... ,N, (2.66) 

should be made in (2.51). Then the power traces of the new Lax matrix 
(denoted by £( 5 )) are smooth Poisson commuting functions on the shifted 
phase space 

where 

{ I 
XN - 2(N - 1)~ < · · · < X2 - 2 W < X1} 

Q(s) := x E JRN w N N 
X1 - XN < 2-

N 
Now we substitute 

g ~ aµ - l exp ( '; ) , 

{) 
.\ ~ w - - 6 = -fa+ ln w, 

µ' 

(2.67) 

(2.68) 
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in L(s). Then it follows from a long, but straightforward calculation using 
(2.64) that the resulting matrix (still denoted L(sl) satisfies 

J~ L)1 = L(V);• (ia exp(~) r ex+ µ(x;; x,)) 
(The infinite product in (2.64) may be omitted for k - j < N/2, and 
contributes at most one factor otherwise.) 

Note that the shifted configuration space G(s) (2.67) converges to the 
Toda configuration space RN for w--+ oo. From a physical point of view, 
the new positions can be regarded as deviations from equilibrium positions. 
The distance 2w / N between successive equilibrium positions is taken to oo, 
and the coupling strength is simultaneously taken to oo in such a way that 
a finite interaction persists in the limit. 

Next, we specify the transition II--+ VI. To this end we substitute 

Xj--+Xj+2jµ- 1 lnt:, j=l, ... ,N, 

1 
g--+ -, 

µt: 

(2.69) 

(2.70) 

in L (II) ( x, p) ( 2. 35), yielding a new matrix L «) ( x, p) on a shifted phase 
space whose definition will be clear from the previous transition. Then one 
easily checks 

(e) · k ( µ(Xj - Xk)) lim L. = L(VI)jk(-i)3- exp - . 
e-+0 Jk 2 

(2.71) 

(For the defining Hamiltonians this transition was already pointed out by 
Sutherland [36], as we recently learned. Independently, we obtained the 
more general transition (2.71) and its relativistic generalization in 1985.) 

Finally, we describe how (a similarity transform of) L(VI) can be reached 
directly from L(IV): Substituting 

j = 1, ... ,N, (2.72) 

(2.73) 

).. --+ w, 

in L(IV), the resulting matrix j,(s) obeys 

-(s) . ·-k ( µ(Xj - Xk)) 
lim L.k =L(VI)jk(-i)1 exp - 2 · 

w-+oo J 

(Once more, this can be verified by using the product representation (2.64) 

for s(x).) 
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3 Relativistic Versions at the Classical Level 

3.1 The Defining Dynamics and its Commuting Integrals 

In two space-time dimensions the nonrelativistic (Galilei) and relativistic 
(Poincare) symmetry groups are semidirect products of boosts 

{ 
(t,x + vt) (Galilei) 

t, x f--t 2 2 

( ) ((t + ~)(1- ~ )- 1/ 2 , (x + vt)(l - ~ )- 1/ 2 ) (Lorentz) 
(3.1) 

(where c denotes the speed of light) and space-time translations 

(t, x) f--t (t + ao, x + a1). 

Clearly, the translations are I-parameter diffeomorphism groups generated 
by vector fields 

whereas the Galilei boosts can be written 

(Galilei) 

To obtain a I-parameter group of Lorentz boost diffeomorphisms, one 
should introduce the rapidity 0 E lR by setting 

Then the Lorentz boost (3.1) reads 

and so can be rewritten 

exp(OXb)(t, x ), (Lorentz) 

The vector fields Xt, Xs, and Xb give rise to the space-time Lie algebras 

[X X ] = {O, (Galilei) 
51 b Xtf c2 . (Poincare) 

Thus, the Galilei group and its Lie algebra may be viewed as deformations 
of the Poincare group and its Lie algebra: The former result by taking 
c--> oo in the latter. 
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Next, we observe that for any potential V(x) the Hamiltonians 

N 

B=-mL:xi, 
i=l 

represent the Galilei Lie algebra. More precisely, one has 

{H, P} = 0, {H, B} = P, {P, B} =Nm, 

(3.2) 

(3.4) 

so that one obtains a central extension. But constant Hamiltonians generate 
trivial flows (the corresponding Hamiltonian vector field vanishes; cf. (2.6)), 
so we do obtain a faithful representation at the group level (assuming H, 
P, and B generate complete flows). 

Consider now the functions 

N 

H = me2 Leh ( Pi ) , 
i=l me 
N 

p = me L sh ( Pi ) , 
i=l me 

N 

B=-mL:xi. 
i=l 

Clearly, these satisfy the Poincare Lie algebra 

{H,P} = 0, {H,B} = P, 
H 

{P,B}=c2. 

Physically, they describe a system of N relativistic free (equal rest mass) 
particles in a slightly unorthodox way. Namely, instead of using the cus­
tomary I-particle momentum k (in terms of which the kinetic energy reads 
(k2c2 + m2c4 ) 112 ) and its canonically conjugate position y, we are using 
the rapidity variable p/m and the variable x canonically conjugate to p. 
The variables p and x then have the dimension of momentum and position, 
respectively. 

Now recall this century's most widely known formula, E = M c2. In 
words, this formula says that M is determined not only by rest mass, but 
also by kinetic energy and any other form of energy due to interactions. 



282 S. N. M. Ruijsenaars 

Therefore, a quite simple way to take particle interactions into account for 
the above energy function is to replace it by 

with 

Vj(x) = IT f(xj - Xk)· 
k#j 

(3.5) 

(3.6) 

Indeed, the function Vj ( x) (potential) then encodes the change in mass of 
particle j due to its interaction with the remaining particles, just as the 
function ch(pi/mc) encodes the change in mass due to its motion. 

We should now ensure that the altered H is still the time translation gen­
erator of (a phase space representation of) the Poincare group. In contrast 
to the Galilei case (3.2)-(3.4), this is no longer true when both P and B are 
left unchanged. In fact, already translation invariance (viz., { H, P} = 0) is 
violated when P is left unchanged and f (x) is not constant. The simplest 
choice is, therefore, to keep B unchanged and change P accordingly: It 
must read 

N 

P =me 2:.:sh(!:c)Vj(x) 
J=l 

(3.7) 

to yield the desired Poisson brackets { H, B} = P and { P, B} = H / c2 . 

But now we still have to satisfy the translation invariance constraint 
{H, P} = 0. Assuming f(x) is an even function, and calculating the Poisson 
bracket for (3.5) and (3.7), we see that it vanishes iff f(x) satisfies the 
functional equation 

N 

L Oj IT f 2 (Xj - Xk) = 0. 
j=l kf.j 

(3.8) 

Since f(x) is assumed to be even, this yields no constraint for N = 2. But 
for N = 3 (3.8) can be rewritten 

/2(u) 
/2(v) 

f 2 (u + v) 

f(u)f'(u) 
f(v)f'(v) 

-f(u + v)f'(u + v) 

1 
1 = 0 
1 

and this functional equation is known to be valid iff 

f 2 (x) =a+ bP(x), a, b EC, (3.9) 

where P is the Weierstrass function encountered in the previous sections. 
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More generally, (3.8) turns out to be valid for N > 3 when (3.9) holds [3]. 

(For N > 3 it is not known, however, whether other solutions to (3.8) exist.) 

The~efore, we obtain relativistic analogs of the Hamiltonians of type I-IV 

when we take 

(IV) (3.10) 

(The radicand is positive, and we take positive square roots whenever this 

is the case.) In view of (2.22) and (2.65) this specializes to 

(3.11) 

We shall henceforth take m = 1, just as we did in the nonrelativistic 

setting (2.13). For type I III it is then routine to verify that one has 

lim Pre! = Pnr-
c-+ca 

(3.12) 

(3.13) 

Here, Hrir denotes the nonrelativistic Hamiltonian (2.13) with V(x) given 

by (2.18) (2.20), and Hrel denotes the relativistic Hamiltonian (3.5), with 

\!'.i(x 1 , ••• ,xN) and f(x) given by (3.6) and (3.11), respectively; similarly, 

Pnr and Prei denote (3.3) and (3.7), respectively. To obtain the correspond­

ing limits for type IV, one needs 

f.3'(/ 

P(c) = t:- 2 + 0(E2 ), s(t:) = E - 2w + O(t:5 ), E--+ 0. 

Then it is clear that (3.13) still holds, whereas (3.12) should be replaced 

by 

)'.n"" (JI'"' - N c') ~ ~ ~ pj + g' ,t, (P(x; - x,) + ~) 
j<k 

g2 N(N - 1)77 
= Hnr + 2W · 

(To check that this is consistent with the type I-III limits (3.12), one should 

\IS(~ 

. 77(w,i7r/2v) 112 

hm = --, 
W-->00 W 3 

. ry( 7r /211, w') 112 

hm w = -3; 
W 1 -toiOO 
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cf. also (2.22).) 
Next, let us assume that the potential Vj ( x) in ( 3. 5) and ( 3. 7) has a 

"nearest neighbor" structure, 

Vj(x) = fr(xj+I - Xj)fT(xj - Xj-1) 

so as to mimic the interactions in the Toda systems. Then one easily verifies 
that one has { H, P} = 0 iff 

N 

I: Oj(ff,(xj+1 - Xj)ff.(xj - Xj-d) = 0. (3.14) 
j=l 

Now it is not an easy matter to verify the functional equations (3.8), even 
for the rational case. In contrast, it is very simple to check that (3.14) is 
satisfied when one takes 

Jf,(x)=a+beµx, a,bEC, 

with the convention 

Xo =: XN, 

XO=: OO, 

XN+l::;:: X1 

XN+l::;:: -OO 

(V) (3.15) 

(VI) (3.16) 

Indeed, the terms in (3.14) simply cancel in pairs. Choosing 

{ a> 0 

a=l 

it is also easy to verify (3.12) and (3.13). 

(V) 

(VI) 
(3.17) 

The mathematical upshot of the above physical reasoning is that insis­
tence on the structure (3.5)-(3.7) for the Hamiltonians Hand P, together 
with the requirement {H, P} = 0, has led us to a I-parameter generaliza­
tion of the commuting Hamiltonians H and P from Section 2. The former 
Hamiltonians can be rewritten 

H = S1 +B-1 p = S1 - S_1 (3.lS) 
2/32 ) 2(3 ' 

where we have introduced a (more convenient) new parameter 

/3 = ~ 
c 

and the functions 

(I-IV) 

(V, VI) 
(3.19) 
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with k = 1, ... , N. Since Hand P commute the "light con H ·It · " 
81 and 8_1 commute as well. , e am1 omans 

Next, choosing III = Nin (3.19), we clearly get Hamiltonians 

S±N = exp(±J3(P1 + ... + PN)) 

that commute with S±k, k < N, since only position differences occur in 

(3.19). It is therefor.e natural to conjecture that all of the functions Sk, 
±k. E {1, ... , N}, Poisson commute. Now with some perseverance, it can be 

verified tha~ the comm~tators {Sk, S1} vanish for any k, l E {±1, ... , ±N} 
and N > 1 iff the functions f and fr satisfy the functional equations 

(I-IV) 

(V, VI) 
(3.20) 

for any k E {1, ... , N} and N > 1. For k = 1 these equations clearly 

reduce to the functional equations (3.8) and (3.14) encoding relativistic 

invariance. But even for the Toda case, it is not easy to prove directly that 

these functional equations are satisfied for k > 1, too. A direct proof that 

the equations (3.20) are valid in the Toda case can be found in Appendix 

A of [37]. As we shall see in Section 4.3, they are valid for the P-function, 
too, but in that case no direct proof is known. 

Let us now restrict attention to Si, ... , SN. (One easily verifies that 

S - SN-k k N 
-k - s;;-' = 1, ... , . (3.21) 

In particular, H and P may be viewed as functions of S1, ... , SN.) 
These functions yield smooth Poisson commuting Hamiltonians on the 

type-dependent phase spaces described in Section 2.2. (Notice that for 

type III and IV the functions (3.19) are manifestly invariant under the map 

(2.25) and its type IV analog.) In all cases the functions Vj(x) are bounded 

away from 0, just as the functions ch(J1Pi)· Therefore, conservation of H 
yields an upper bound on IP! and a nonzero lower bound on particle dis­

tances, and so completeness of the flows exp(tjSj), j = 1, ... , N, follows 

in the same way as in the nonrelativistic setting. However, the scaling argu­

ment below (2.41) no longer applies, so independence of Si, ... , SN must 

be shown by other means. 
A simple argument yielding independence for all cases at once now fol­

lows. View the determinant of the N x N matrix with rows V pSk as a 

polynomial in ej = exp(J1Pi), j = 1, ... , N, with x-dependent coefficients. 

Expanding the determinant, the product of the diagonal elements yields 
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in particular a monomial ef" e!}- 1 · · · e N with a positive coefficient. A mo­
ment 's thought now shows that none of the remaining N! -1 products can 
yield such a monomial. Therefore, the determinant cannot vanish identi­
cally, and independence results. 

From the preceding three paragraphs we deduce that the light cone 
Hamiltonian S1 is Liouville integrable. (Of course, this is true for H, too, 
but it is more convenient to focus on S1.) Since we know its commuting 
integrals explicitly, it might seem irrelevant to try and find a Lax pair for­
mulation for the flow it generates. It turns out, however, that a special 
choice of Lax matrix L makes it possible to derive some crucial results, as 
will become clear later on. (We do not need a Lax pair, however. Note in 
this connection that M depends on the dynamics Sk one selects, whereas 
L encodes all dynamics of interest simultaneously.) 

Before we detail Lax matrices, we would like to settle two issues for 
which a Lax matrix is not needed-in contrast to the nonrelativistic situ­
ation. First, specializing to the systems of type I, II, and VI, the repulsive 
character of the interparticle potentials j(xj - Xk) and fr(xj - xk), re­
spectively, can be exploited to prove that the 8 1 dynamics leads to soliton 
scattering. Specifically, Moser's argument can be adapted to the 8 1 flow [3], 
yielding here 

(3.22) 

and, once more, (2.43). Therefore, the functions sk: t i---> Sk ( x(t), p(t)) reduce 

to symmetric functions of matrices L± = diag ( exp(f3pt), ... , exp(f3pt)) 
for t -> ±oo. Since sk(t) is t-independent, the roots of the polynomial 
,\ r-t JL- - >.lNI equal those of,\ i---> JL+ - >.INI· Hence, conservation 
of momenta results; more in detail, (2.47) follows upon using (2.43). Then 
the factorization (2.48) of the asymptotic position shifts follows in the same 
way as before. 

We point out in passing that (3.22) also entails that involutivity of 8 1 , 

... , SN is a consequence of 81, ... , SN being integrals of the 8 1 flow. 
(Equivalently, for the systems of type I, II, and VI-and, by analytic con­
tinuation, for type III, too-the functional equations (3.20) follow once 
the special cases (3.8) and (3.14), respectively, are proved.) Indeed, the 
argument in the paragraph containing (2.44) can easily be adapted to the 
systems involved. 

The second issue we wish to address is the connection diagram (2.62), 
with regard to the functions 8 1, ... , SN. First of all, the connections 
between the type I-IV functions are obvious from (2.22) and (2.65); cf. 
(3.10) and (3.11). Second, we detail the transition V--+ VI: once again, one 
need only substitute (2.60) and take a--+ 0 to obtain the nonperiodic Toda 
sk from the periodic ones. 

Third, we consider the transition II --+ VI. To this end, we note first that 
the choice f3µg E (0, 27r) is not the only one yielding a positive potential 
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f(x) = (1 + sin2(/3µg/2)) 1/2 

sh2 (µx/2) 
(II) (3.23) 

Indeed, we can allow /3µg = 7r - id, d E JR, so as to let sin2(/3µg/2) varv 
over (1, oo), too. Taking now " 

/3 µg -+ 7r - 2i ln ( ~) (3.24) 

and substituting (2.69) in f (xi - xk), we obtain a function fjk with limits 

{ 
1, jj - kl > 1, 

fjk-+ (1 + ,62exp[µ(xj - Xj- 1)]) 112 , k = j- 1, (3.25) 

(1 + /32 exp[µ(xi+l - Xj )]) 112, k = j + 1, 

for E -+ 0. Hence, these substitutions ensure that the hyperbolic sk converge 

to the nonperiodic Toda Sk for f -+ 0. 

Fourth, we study the IV-+ V limit. To this end we take w' = i7r / µ and 

consider the elliptic potential, rewritten as 

f(x) = (s(x+i/3g)s(x-if3g)) 112 _ 

s2 (x) ' 
(IV) (3.26) 

cf. (3.10), (2.50), and (2.52). Using (2.64) this becomes 

f (x) = p(g)fu (x) (rroo (1 - 2921 ehµ(~+ i/3g) + ~4l)(g-+ -g)) 1/2 (3.27) 

l=l (1 - 2q21 chµx + q4l)2 

where Ju denotes the hyperbolic potential (3.23), and where 

p(g) = exp ( µ~~2 ), q = exp( -µw ). (3.28) 

Now let us substitute (2.66) and 

i/3g-+ ~ +~(i7r+2ln(a/3)) (3.29) 

in f (x1 -xk), and study the three factors that arise from (3.27) for w -+ oo. 

First, the calculation in the previous paragraph (taking c = exp(-µw/N)) 

shows that the Jn factor yields (3.25) with /3 replaced by a/3. Second, the 

infinite product converges to 1 unless {j, k} = { 1, N}; in the latter case 

only the l = 1 factor in the numerator does not converge to 1, but rather 

to 1 + a2 /3 2 exp µ(x1 - XN ). 
Third, consider the constant prefactor p(g) (3.28) with the substitution 

(3.29) in force. Clearly, the resulting factor is not real, and it goes to 0 for 

w-+ oo. However, this is easily remedied: We need only replace f(x) by 

f (x) 
fr(x) = p(g) (3.30) 
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to obtain renormalized functions Sr,k with the desired type V limits when 
(2.66) and (3.29) are substituted. (These functions are, moreover, positive 
for f3µg = 'IT - id, d E R) This entails, in particular, that the involutivity 
of the periodic Toda Sk may be viewed as a corollary of the involutivity of 
the elliptic sk· 

Finally, we specify the IV --> VI transition. To this purpose we substitute 
(2.72) and 

(3.31) 

in the above Sr,k and take w --> oo. This is readily verified to yield the 
type VI Sk; in this case the infinite product in (3.27) converges to 1, and 
taking.:= wexp(-µw/N) one can invoke (3.25) once again. 

3.2 Lax Matrices and Their Interrelationships 

Next, we turn to explicit Lax matrices, as promised above. Among other 
things, these will enable us to clarify the connection between the relativistic 
sk and their nonrelativistic counterparts. 

We begin by specializing to the hyperbolic case Ii. Here, the key ingredi­
ent to arrive at the desired Lax matrix is an identity due to Cauchy, which 
is useful in various other contexts. It reads 

N N N 
det( l ) - IT 1 IT (wj - wk)(z1 - zk) 

w·-zk . - w·-z· (w·-zk)(z·-wk) 
J J,k=l j=l J J j,k=l J J 

(3.32) 

j<k 

and can be proved, e.g., via induction on N. Substituting 

( i/3g) ( if]g) 
Wj--> expµ xi + T , Zk--> expµ Xk - 2 , /3,µ,g > 0 

in the matrix occurring at the left-hand side of (3.32) yields a matrix C 
with elements 

C ( Xj+Xk) sh(i/]µg/2) 
ik =exp -µ~-2- shµ(x1 - Xk + i/]g)/2 (3.33) 

and determinant 

ICI =exp(-µ L Xj) n r 2 (Xj - xk) 

J 1<k 

(3.34) 

where f is given by (3.23). 
If we now set 

(3.35) 
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where 

e · = exp(µxi + /3pi) II/( )1/2 
J 2 Xj - Xz ' 

l=h 
(3.36) 

~en. it f?llows from (3.34) that the principal minor with indices {i ... i } 
=I is given by 1, , k 

L(I) = (II e~) C(I) 
iEI 

= (Di exp(f3Pi)) (JJ g f(xi - x1)) }1 r 2(xi - xk) 

j,kEI 

= (II exp(/3Pi)) II f (xi - x1). (3.37) 
iEI iEI 

l~I 

Therefore, the kth symmetric function of L reads 

sk = L exp(f3LPi) II J(xi - Xj)· 
jlj=k iEI iEl 

j£tl 

Thus, it equals the above type II Hamiltonian Sk (3.19), as anticipated by 
our notation. 

Recalling now the nonrelativistic hyperbolic Lax matrix (2.35), we ob­
tain, using obvious notation, 

(3.38) 

Taking f3 to 0 in the determinant of the matrix f'- 1 ( Lrel - 1 N) - >.IN, we 
deduce 

k 

Sk,nr = J~ 13-k L ( -)k+I (: = ! ) 81,rel (3.39) 
l=O 

Thus, the involutivity of the nonrelativistic type II functions follows from 
that of their relativistic counterparts. (Note that Lrel is holomorphic at 
f3 = 0, so that the f3 -+ 0 limit may be interchanged with the partials in 
the Poisson brackets involved.) 

Of course, we can now obtain type III and I Lax matrices from (3.35) by 
taking µ -+ iµ and µ -+ 0, respectively; then (3.38) and (3.39) hold true 
again. We can also derive a type VI Lax matrix from (3.35) by substituting 
(3.24) and (2.69) in the similarity transform 

(3.40) 
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and taking .: ---+ 0. Indeed, using (3.25), this limit is easily calculated, 
yielding a matrix 

(3.41) 

where 

bj = exp(/3Pj )(1 + /32 exp[µ(xj+l - Xj )]) 112 

x (1 + ,62 exp[µ(xj - Xj_ 1)]) 112 , (3.42) 

-{1, k-~=N-1, ... ,1,0, 
Ejk= ai, k-J=-1, 

0, k-j=-2, ... ,-N+l, 
(3.43) 

aj = /32 exp[µ(xj - Xj-1)](1 + ,62 exp(µ(xj - Xj-1)])-1, (3.44) 

(with the convention (3.16) in effect). It follows from the above that the 
symmetric functions of L(VI) are indeed the type VI functions already 
defined. (It is not hard to verify this directly.) Comparing (3.41)-(3.44) 
and (2.59), it is also clear that (3.38) holds true once more, and so (3.39) 
follows for the nonperiodic Toda case, too. 

We proceed by introducing a type IV Lax matrix: We choose 

(3.45) 

where 

IT ( s(x + i,6g)s(x - i(3g)) 1/ 2 

dj = exp((3pj) lf.i f(xj - x1), f(x) = 82 (x) , (3.46) 

D 'k = s(xj - Xk + >.) s(i,Bg) (3.47) 
J s(>.) s(xi - Xk + i/3g) 

It is immediate that this matrix is again related to its nonrelativistic analog 
(2.51) via (3.38), and that its trace equals the above elliptic Hamiltonian 
81 . It is not at all immediate, but true, that all of its symmetric functions 
Ek are proportional to the above elliptic Sk (3.19). Specifically, we have 

Ek= s(>.)-k s(>. - i/3g)k-l s(>. + (k - l)i/3g)Sk, k = 1, ... , N. (3.48) 

This assertion follows from a calculation similar to (3.37) and an identity 
generalizing Cauchy's identity (3.32), viz., 

d (S(%-rk+).))N 
et s(qj - rk +I') j,k=l 

= s(>.- 1)N-1s( >.+ (N - l)'y + ~(qj -rj)) 
J 

·IT s(qi - qi)s(ri - ri) IT s(qi - rj + 1)-1 . (3.49) 
i<j i,j 
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This identity follows from (2.50) and Theorem B2 in Ref. 4. (Substantially 
the same identity was already proved (in a different way) by Frobenius [38]. 
We learned this fact from a paper by Raina [39], who supplies yet a third 
proof.) 

Since (3.38) holds true with Lrel given by (3.45) and Lnr given by (2.51), 
we may conclude that (3.39) holds true, with S1,rel equal to L:1 (3.48). Now 
the x-dependence of the I:1 occurs solely in factors P(xj-Xk) (recall (3.10) ), 
and the ,\-dependent prefactor in (3.48) is real for ,\ purely imaginary and 
not equal to 2lw', l E Z. (This is because s( x) is purely imaginary for 
x purely imaginary; cf. (2.63).) Therefore, the assertions concerning the 
nonrelativistic Sk made below (2.53) readily follow from (3.39). 

Specializing the Lax matrix (3.45) to the rational, hyperbolic and trigo­
nometric contexts, we obtain Lax matrices of type I, II, and III depending 
on a spectral parameter ,\ E C. Clearly, the previous Lax matrices ( cf. 
(3.35)) result by taking ,\ ---. oo, Re>. ---. oo and Im), ---. oo, respectively 
(up to diagonal similarity factors). 

Next, we use the above elliptic Lax matrix to arrive at a periodic Toda 
Lax matrix. Recall we already analyzed the IV --> V transition for the 
functions Sk; cf. (3.26)-(3.30). From these findings we infer that we should 
start from a renormalized Lax matrix 

Lr := p(g)-N+l L (3.50) 

with the substitutions w' = i7r / µ, (2.66) and (3.29). The symmetric func­
tions of Lr are then given by 

~ _ s(>- - i/3g)k- 1s(>- + (k - l)i/3g) 5 k N 
L-r,k - p(g)k(k-I)s(,\)k r,k, = 1, ... ' ' (3.51) 

with Sr,k defined below (3.30). Now the latter substitutions ensure that 
Sr,k has the desired type V limit S1;; (3.19) for w---. oo. To get a finite limit 
for the prefactor in (3.51), we also substitute 

2w 2 N 1 ), ---. - + - ln(a/3) - - ln(ia,B) - - ln w. N µ µ µ 

Using (2.64) with w' = i7r/µ, we see that then the limit w--> oo of (3.51) 
is given by 

{
(l+(ia/3)Nw)k-isk, k=l, ... ,N-l, 

Ek -
- (1 + (ia/3)Nw)N-l(l + (iaf3)Nw- 1 )SN, k=N. 

(3.52) 

(The infinite products do not contribute, save for the l = 1 term coming 
from the factors(>.+ (k - l)i/3g) when k = N.) 

The above substitutions also ensure that Lr (3.50) has a finite limit for 
w -> oo. Specifically, the limit can be written 

wl~1! Lr,jk = L(V)jk ( ia exp [ itr +~n w]) k-j · 
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The relativistic periodic Toda Lax matrix thus obtained reads explicitly 

Here, one has 

bj = exp(,6p1)(l + a2 (32 exp[µ(xj+l - Xj)]) 112 

x (1 + a2 (32 exp[µ(xj - Xj- 1 )]) 112 , 

E 1 - (ia,6)-N w-1a2(32 exp[µ(x 1 - XN )] 

IN= 1 + a2(32 exp[µ(x 1 - XN )] ' 

Ejk = 1, k - j = N - 2, ... , 1, 0, 

E . 
1 

= -(ia(3)Nw + a2/32 exp[µ(xj - Xj_ 1)] 

J,J- 1 + a2 j32 exp[µ(xj - Xj-1)] ' 

Ejk = -(ia(3)Nw, k - j = -2, ... , -N + 1, 

(3.53) 

(3.54) 

(3.55) 

(3.56) 

(3.57) 

(3.58) 

with the convention (3.15) in force. Its symmetric functions are given by 
(3.52)-a fact that is quite hard to see directly from (3.53)-(3.58). 

It is immediate from the latter formulas that (3.38) holds true; cf. (2.57). 
From (3.39) it then follows that the nonrelativistic periodic Toda functions 
Sk are w-independent for k < N, whereas for k = N the w-dependence 
is given by an additive term (ia)N(w- 1 + (-)Nw). It is also plain that 
when we substitute (2.60) in (3.53)-(3.58), yielding a new matrix £(a), 

then (2.61) holds true once more; cf. (3.41)-(3.44). 
To complete our account of the connection diagram (2.62) at the level of 

relativistic Lax matrices, it remains to specify the direct transition IV -+ 

VI. To this end we take w' equal to iTrjµ and substitute (2.72), (3.31), and 

>.-+ 2w 
N 

in Lr. Then the resulting matrix Lr fulfils 

.Ii.,~ L, ,, (exp ( ~) y-• ~ L(VI),.{P-' 

where/'(, is defined by (3.31). 
We conclude this subsection with some remarks. First, we would like 

to point out that the function s may be replaced by the function s ob­
tained from the right-hand side of (2.64) by omitting the exponential fac­
tor. Of course, this makes no difference for the type I-III systems, since 
s(x; w, w') obeys (2.65), too. Moreover, for the nonrelativistic elliptic Lax 
matrix (2.51) the substitution s -+ s amounts to a similarity transforma­
tion, so that the symmetric functions do not change. But in (3.45) this 
substitution leads to a similarity transform of Lr, and not of L; cf. (3.46), 
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(3.47) and (3.50). Therefore, no renormalization is needed to obtain Toda 
limits; moreover, several similarity factors become simpler. Nevertheless, 
we have opted for using s, since this is the simplest choice at the quantum 
level. (Note that s(x; w, w') is not 2w-antiperiodic, in contrast to s(x; w, w').) 

Second, we recall that our account of limit transitions has dealt with the 
connections encoded in the diagram (2.62) both for the nonrelativistic and 
for the relativistic systems. Viewing the two diagrams as stacked on top 
of each other, we have also detailed the vertical limits Srel -+ Snri S = 1-
VL We have, however, not analyzed skew limits, thus far. One of these 
is of particular interest (especially at the quantum level), viz., the limit 
IIrel -+ Vlnr· In contrast to the detours via the IInr or Vlrel systems, one 
should keep (3g fixed; specifically, setting 

(3~g '=TE (0,7r), (3.59) 

Xj-+ Xj + 2jµ- 1 ln(-2 ~ ) , 
smr 

(3.60) 

in L (3.40), one obtains a matrix £(-r) for which one easily verifies 

where 

L(r) (VInr )jk = L(VInr )3k(l - e-2ir)k-i. 

Consequently, the type II relativistic Sk (with (3.59) and (3.60) in force) 
give rise to the type VI nonrelativistic Sk as detaile~ by (3:3?)· 

Third, we would like to point out that there exist add1t10nal systems 
(denoted IIIb and IV b) that are related to the above IIIrel ~nd I:V re! sys­
tems via the substitution (3 -+ if3. To obtain real-valued Ham1ltomans, one 

should consider, e.g., 

Sk + B-k 
Ik = 2 ' k = 1, ... 'N. 

Moreover, taking w = 7r / µ so as to handle both cases at once, one should 
work with a configuration space 

{ I x. - Xj+l > (3g, j = 1, ... 'N - 1,} 
G = x E IR.N J • 

- X1 -XN < 27rjµ-(3g 

This is necessary to keep the potentials f(xj - Xk) positive, since one now 

has 

f(x) = (s2(,Bg)[P(f3g)-P(x)1)1f2, ,8,g > O. 
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Consequently, one needs to require 

N 27!" 
<­

(3µg 

for G to be nonempty. 
The Hamiltonians 11, ... , IN on the phase space n = G x ]RN are not 

only invariant under the Z-action generated by r (2.25), but also under 
the zN-action p 1-+ p + 21l"kj{3, k E zN. Quotienting out the resulting 
action of Z I>< zN on 0 yields a second phase Space Q; alternatively, one can 
consider quotients by proper subgroups, yielding ph~e spaces interpolating 
between the maximal and minimal phase spaces n and n, respectively. 
The flows generated by the commuting Hamiltonians Ii, ... , IN-1 and 
their quotients are not complete, but this can be remedied. Specifically, a 
suitable interpolating phase space nc can be densely embedded in a phase 
space of the form JR.2 x pN-1 , on which all flows are complete. Here, ]p>k 

denotes complex projective space, viewed as a compact symplectic manifold 
by equipping it with the symplectic form derived from the Fubini-Study 
metric. Using (2.63), it is readily verified that this completion for the Illb 
case (which is detailed in Ref. 40) is also appropriate for the IVb system. 
(Of course, inclusion of these systems in the diagram (2.62) would lead to 
a further proliferation of arrows.) 

Last but not least, one can obtain new systems of considerable physical 
interest via analytic continuation of the positions. A detailed study of these 
soliton-antisoliton systems can be found in Ref. 30. 

4 Quantum Calogero-Moser and Toda Systems 

4.1 Background: Quantum Mechanics/Hilbert Space Theory 

We choose as our starting point a classical phase space n of the cotan­
gent bundle type (2.2), and a smooth real-valued Hamiltonian H(x,p) on 
n ::::: G x R_N. Then the state space of the associated quantum system con­
sists of the unit vectors in the Hilbert space £2 ( G, dx) of square-integrable 
complex-valued functions; when 'ljJ is a unit vector, the integral of l'l,b(x)\2 

over a subset B of G is interpreted as the probability to find the system 
position vector in the set B. 

The quantization of the dynamics H(x,p) is obtained by means of the 
canonical quantization substitution 

·n o ' . . 1 N Pj __. -i 8x. =: Pj' J = ' ... ' , 
J 

(4.1) 

where h > 0 denotes Planck's constant. Since the quantum operators Pi 
and Xj do not commute, this substitution may lead to ordering ambiguities. 
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For the Calogero-Moser and Toda Hamiltonians (2.13), (2.18)-(2.21) and 
(2.54)-(2.56) this is not the case, however: (4.1) yields an unambiguous 
(linear) partial differential operator (PDO) of the form 

1 N 

H = 2 L PI + U (x) (4.2) 
j=l 

with U ( x) real-analytic on the classical configuration space G. 
We shall say that a PDO of the form ( 4.2) is integrable when there exist 

independent PDOs Ii= H, I2(x,p), ... , lN(x,f>) that commute pairwise. 
Here, independent means by definition that there are no polynomial re­
lations between I 1 , ... , IN. Moreover, the notation I k ( x, p) is meant to 
indicate that a specific ordering in the so-called symbol h ( x, p) has been 
chosen whenever ordering ambiguities are present. It should be observed 
that this definition does not involve any Hilbert space notion: Commu­
tativity of PDOs is an algebraic issue. (Of course, one does need some 
smoothness conditions on the coefficients.) Presently, we shall introduce 
a stronger notion of Hilbert integrability, which is tied to Hilbert space 
theory. 

Next, consider the Hamiltonians (3.18)-(3.19), taking f(x) = h(x) = 
l at first (free particles). Then the substitution ( 4.1) yields exponential 
dependence on Pj. The obvious way to interpret this is in the sense of 
analytic difference operators (A.6..0s). Thus, for instance, 

where one insists that 'ljJ admit analytic continuation off the real axis--just 
as PDOs should act on differentiable functions. 

Consider now the interacting case f) fr -1- l. Then one still has s±N = 

exp( ±,8(p1 + · · · + PN)), so the quantum versions of S±N are the same 
A.6..0s as before. But for !kl < Nan interpretation of Sk = 2:: 11 l=lkl T1 as an 

A.6..0 is ambiguous: the A.6..0 T1(x,p) depends on the ordering of x- and p-­
dependent factors specified for its symbol T1(x,p). In particular, the Ab..O 
H(x,p) associated with the Hamiltonian H that defines the relativistic 
version of the model at hand is not uniquely determined---by contrast to 
the PDO (4.2). 

In view of this state of affairs we shall say that the Hamiltonians Sk, 
k = ±1, ... , ±N, defined by (3.19) admit an integrable quantization when 
there exist pairwise commuting A.6..0s Sk(x,p) with symbols Sk(x,p) equal 
to Sk (as functions on the classical phase space). Whenever this is the case, 
we shall use (3.18) to include quantum versions of Hand Pin the commu­
tative A.6..0 algebra generated by S±1(x,f>), ... , S±N(P)- As we will see 
in Section 4.3, all of the type I-VI systems do admit integrable quantiza­
tions. (Anticipating the outcome, we mention that one should first choose 
an ordering different from the one in (3.19) before substituting (4.1).) 
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Once more, these definitions do not involve Hilbert space: With appro­
priate analyticity assumptions on the x-dependent coefficients understood, 
commutativity of AD..Os is an algebraic issue. In Sections 4.2 and 4.3 we 
deal with (nonrelativistic) PDOs and (relativistic) AD..Os in a purely alge­
braic way, and the remainder of this subsection has no relevance for the 
issues addressed there. 

The following is, however, crucial for Section 6, where we aim to under­
stand the PDOs and AD..Os as well-defined Hilbert space operators. Let us 
begin by recalling some standard fare. For a given quantum Hamiltonian 
H on the Hilbert space £ 2 (JRN, dx) (say) the time evolution is encoded in 
the time-dependent Schrodinger equation 

i!iW = H\J!. ( 4.4) 

To solve this, one first reduces it to the time-independent Schrodinger equa­
tion 

(4.5) 

by setting 

( 'tE) \J!(t, x) =exp -T 'ljJ(x). 

Solutions of ( 4.5) for which 'ljJ is square-integrable correspond to bound 
states; when no such solutions exist, one should try and find bounded so­
lutions and construct square-integrable solutions to ( 4.4) by building wave 
packets. 

For a Hamiltonian of the form ( 4.2), the simplest example of the latter sit­
uation is the free case U = 0. Taking first N = 1 and E > 0, there exist two 
linearly independent solutions to (4.5), viz., the plane waves exp(±ipx/!i), 
with p2 /2 = E. These are bounded, in contrast to the two solutions of 
this form for E < 0: then p is purely imaginary and the solution increases 
exponentially for x --4 oo or x --4 -oo. 

The Hilbert space L2 (IR, dx) can be spanned by the former solutions, in 
the sense that wave packet superpositions 

100 (ipx) 'ljJ(x) = -oo dp exp h cf>(p), 

are dense. (At the quantum level we are dealing with complex-valued func­
tions. Accordingly, C 00 stands for smooth and complex-valued in Sections 4 
and 6-in contrast with our convention at the classical level. Recall the 
subscript 0 means compact support.) Then one has 

Joo (ipx) p2 
(H'tj;)(x) = -oo dp exp h 2 </>(p) 
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and the time-dependent equation ( 4.4) is solved by 

( ( itH) ) (°0 (ipx iEt) exp -r; if; (x) = }_
00 

dp exp h - h <f>(p), 
2 

E = !!_. 
2 

Moreover, a suitable normalization ensures that one obtains a unitary op­
erator from the spectral representation space L2 (JR, dp) onto £ 2 (JR, dx ). 
Specifically, one should choose 

(£</J)(x) =:= (27rli)- 1l 2 1_: dp expc~x }t>(P) (4.6) 

so as to obtain a unitary£.. This operator is a simple example of an eigen­
function transform-a unitary operator that diagonalizes H via suitably 
normalized (not necessarily square-integrable) eigenfunctions. 

For N > 1 and U = 0 one need only work with tensor products to obtain 
the corresponding quantities. The resulting transform amounts to Fourier 
transformation in N variables, 

(£<P)(x) = (27rli)-N/2 j dp exp(ip · ~) ef>(p). (4.7) 

(From now on, we omit the integration region when it equals JRk for some 
k E N.) It diagonalizes not only PDOs with constant coefficients, but also 
constant coefficient A~Os. Indeed, from ( 4.3) one gets 

exp(apj)exp(ip· ~) = exp(apj)exp(ip · ~). 

Now functions of the form (4.7) with <PE CQ'(JRN) extend to entire func­
tions in x 1 , . . . , x N, and so the quantum versions 

Sk= 2:: exp(±.6i>1), ±k=l, ... ,N, 
IIl=±k 

of the functions (3.19) with f =fr= 1 satisfy 

(4.8) 

(Sk£<fJ)(x) = (21rli)-Nf 2jdp exp(ip · ~)ek(p)</J(p), </J E CQ°(JRN) (4.9) 

with 

ek(P) = I: exp(±,6pr) 
IIl=±k 

(4.10) 

The above is quite elementary and well known, but it differs in spirit a~d 
notation from the Dirac approach employed in most quantum mechamcs 
textbooks. We shall have more to say about these differences shortly, but 
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first we would like to introduce and discuss the notion of Hilbert integra­
bility. Roughly speaking, we shall say that commuting PDOs and AAOs 
(of the above-defined integrable kind) are Hilbert integrable when they can 
be simultaneously diagonalized as real-valued multiplication operators. 

To be specific, let us first assume that Ii = H(x,p), x E G, is an inte­
grable PDO with commuting PDOs I2(x,p), ... , IN(x,p). Then we call H 
Hilbert integrable when there exist joint eigenfunctions 

hE(x,p) = Mk(p)E(x,p), p EA, k = 1, ... , N, (4.11) 

(with A a subset of IRN and Mk a real-valued continuous function) and a 
unitary operator 

£:ii= L2 (A,µ)---> H =:: L 2 (G,dx), 

cp(p) f-""' i dµ(p) E(x,p)<f>(p), 
( 4.12) 

where µ is a measure on A. Similarly, starting from an integrable quan­
tization 8±1 , ... , S±N of the type I-VI Hamiltonians (3.19) (as defined 
above), we shall say that the commuting AAOs are Hilbert integrable when 
there exist joint eigenfunctions 

SkE(x,p) = Mk(p)E(x,p), p EA, ±k = 1, ... , N, (4.13) 

(with Ac JRN, and Mk real-valued and continuous) and a unitary of the 
form (4.12). In either case, we define the commuting PDOs/At..Os as com­
muting Hilbert space operators by pulling back the multiplication operators 
Mk to H via£. 

Starting from integrable PDOs /i, ... , IN or AAOs 8±1 , ... , B±N, there 
is no simple method to establish whether they are Hilbert integrable--and 
if they are, the unitary t: and t,he resulting commuting operators on H need 
not be unique, even in the free case. In this connection, a key question is: 
which solutions to the above time-independent Schri:idinger equations are 
relevant in the Hilbert space context? 

For PDOs much is known about this question, whereas for AAOs of thE 
type occurring in our models very little is known. The different character ol 
the two classes of operators can already be gleaned from simple operators H 
on L2 (IR). Taking H = p, the solution of (4.5) (unique up to a multiplicativ( 
constant) contributes to the eigenfunction transform ( 4.6) for all E = p E 
R For H = p2 , however, we should restrict attention to E = p2 > 0, anc 
then we need the two linearly independent solutions exp(±iE112 x/li) fo1 
the eigenfunction transform, which is again given by ( 4.6). (The constan 
solution for E = 0 is bounded, too, but its contribution to ( 4.6) may b1 
ignored.) Now take H = p2k, k > 1. Then we need again E = p2k > ( 
to get the two bounded solutions making up the diagonalizing transforn 
(4.6), but now we have to discard 2k - 2 linearly independent unbounde1 
solutions for all E > 0. 
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For the A6.0 H = exp(ap) the situation is essentially different, though. 

Of course, the plane wave exp(ipx/n) is the only solution to (4.5) for E = 

eap > 0 that is need~d to construct a unitary eigenfunction transform (4.6). 

Here, however, o_ne is throwing away an infinite-dimensional vector space 

of bounde~ solut10_ns to ( 4.5)! Indeed, one can multiply the plane wave by 

any funct10n that is entire (say), has period iah, and is bounded on R The 

functions exp( iq ch(2nx/ah + r)), q, r E JR., have all of these properties, for 

example. One can also construct bound states by taking instead q E i(O, 00 ), 

or allow meromorphic multipliers of the form ch(2nx/ah + ir)/c.c., r ER 
A closely related phenomenon can be illustrated by the type II A6.0s. 

As we wil_l see in Section 4.3, their coefficients have period 2in / µ in x i, 

... , XN, JUSt as the classical functions (3.19). Therefore, they commute 
with the free A6.0s 

fh. = L exp(±2n(µh)-1p1 ), ±k = 1, ... , N. (4.14) 
IIl=±k 

(Worse yet, they commute with any A6.0 obtained from Sk via multipli­

cation of the shift monomials by arbitrary x-dependent coefficients, as long 

as the latter have period if3h in x 1, ... , XN!) But the plane waves that 

diagonalize the Sk are not in any sense eigenfunctions of the type II A6.0s 
(unless the latter have constant coefficients, too). 

From these simple observations it can already be seen that it is quite 

difficult to interpret the relevant A6.0s as well-defined commuting Hilbert 

space operators. We shall return to this problem in Section 6. This sub­

section will be concluded by sketching some material from Hilbert space 

theory, which puts the above in its proper mathematical context. (The 

notions to be introduced will reappear in Section 6.) Before doing so, we 
insert a sociological aside. 

All of what follows can already be found in von Neumann's classic [41], 
which was written more than sixty years ago. The subject matter summa­

rized below should have become bread and butter for theoretical physicists, 

but is actually still widely ignored-if not taboo. Indeed, almost all of the 

standard textbooks on quantum mechanics still contain a brand of Hilbert 

space theory that is considered antediluvian by functional analysts---to 

put it kindly. Up-to-date accounts oriented toward theoretical physics can 

be found for instance in Refs. 13, 42-45, and with such lucid and ele­

gant sources available, one need not spend undue effort in learning the 

basics. From a purely pragmatic standpoint, too, the analyst's mathemat­

ical framework for quantum mechanics is most useful, as it pins down the 

essential difficulties and prevents tilting at windmills. 
With the preaching and advertising out of the way, let us turn to less 

contentious matters. First of all, it should be recalled that quantum me­

chanical Hamiltonians are typically unbounded operators, whose definition 

must include the specification of a dense subspace of the Hilbert space as a 
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domain to act on. (As a consequence of unboundedness, they do not admit 
a continuous linear extension to all of Hilbert space.) Now for any (lin­
ear) operator H defined on a dense domain 1J in the (separable, complex) 
Hilbert space 'H. one can define the adjoint H* on a definition domain 'D*, 
as follows: A vector <P E 'H. belongs to 1J* iff there exists a vector </J* E 'H. 
such that 

(</J*,1/J) = (<jJ,H'ljJ), V'lj; E 'D. 

Then the action of H* on <P is defined by 

H*</J =. <//. 

The definition domain 'D* of the adjoint H* need not be dense in 1t; in 
fact, it may even consist solely of the zero vector. From now on we assume 
that the operator H is symmetric, i.e., that we have 

(</J,H'ljJ) = (H<jJ,1/J), V</J,'lj; E 'D. 

Then 1)* obviously contains 1J, and so is dense in 'H.; moreover, on 1J the 
adjoint H* coincides with H. For instance, the type I-VI defining Hamil­
tonians (4.2) are symmetric on the dense subspace CQ"(G) C L2(G)-as is 
readily checked. 

Next, we turn to an example that we will use to motivate the notions of 
self-adjointness and self-adjoint extensions. Specifically, we start from 

(4.15) 

(This setting actually arises for the center-of-mass, g = 0, N = 2, type III 
and IV Hamiltonians; we are putting n = 1 for the remainder of this subsec­
tion.) Obviously, H is symmetric. Here, 'D* contains the space C2 ([0, 7r]), 
and on this space H* acts again as -d?-/dx2 . (Use the above definition 
and integration by parts to check this.) In particular, the functions 1/Jp = 
exp(ixp), p EC, belong to C2 ([0, ?rj), and one has H*'l/Jp = p21/Jp· Therefore, 
the adjoint has spectrum C. 

Now this is bad news for physics, since the spectrum should correspond 
to the physically measurable energies of the system-which are real. This 
is why one should work with Hamiltonians that are not just symmetric, but 
self-adjoint (s.a.) or at least essentially self-adjoint (e.s.a.). By definition, 
a symmetric H is s.a. iff 1J* equals 1J, and is e.s.a. iff H* is s.a. If H is 
symmetric, but not e.s.a., one should try and extend H to an operator He 
on a definition domain De satisfying 1J C 'De C 'D*, such that He is s.a. 

A symmetric operator need not have any s.a. extensions, but when it 
commutes with a conjugation (i.e., an anti-unitary with square the iden­
tity), then it does admit s.a. extensions. When H is e.s.a., it also admits 
s.a. extension, viz., to the operator H*; in this case the s.a. extension is 
unique. 



7. Systems of Calogero-Moser Type 301 

Returning to our example (4.15), we see that H commutes with complex 
conjugation, so it admits s.a. extensions. These are not unique, however, 
so that H is not e.s.a. Indeed, three distinct s.a. extensions of H are well 
known: We can enlarge the definition domain by allowing smooth functions 
with 'lj.J(O) = 'l/J(7r), 'l/J'(O) = '1/J1(7r) (periodic boundary conditions), or with 
1/J(O) = 'l/J(7r) = 0 (Dirichlet b.c.), or with 'l/J'(O) = 'l/J1(7r) = O (Neumann 
b.c.). These extensions yield e.s.a. operators with a complete set of bound 
state eigenfunctions, namely, linear combinations of exp( ±ipx) for appro­
priate p E [O, oo). In this way one obtains three distinct real point spectra. 
Thus, the physics depends on what s.a. extension is chosen. 

To summarize, one should insist on quantum-mechanical Hamiltonians 
being s.a. or at least e.s.a., so as to ensure reality of the spectrum. Self­
adjointness is also sufficient for applicability of the spectral theorem, to 
which we now turn. This theorem can be presented in several guises ( cf. 
Ref. 42, Chapters VII, VIII), but in our context of quantum-integrable 
systems one of these is particularly useful. Crudely speaking, it says that 
any s.a. operator H with dense definition domain V in an abstract Hilbert 
space 1t can be unitarily transformed to a real-valued multiplication oper­
ator on a concrete space of square-integrable functions. More precisely, the 
multiplication operators arising in this way can be defined as follows. Let 
R be the Hilbert space 

m 

il = ffi L2 (1R.,µj), m ~ oo, (4.16) 
j=l 

where µ 1, µ2 , •.. are measures on the real line. Then the operator M: i5-+ 
R with domain 

i5 = { 1/1 ER. I (E'l/J1(E), E'l/J2(E), ... ) E ii.} 

and action 

(M'l/J)i(E) =: E'l/Ji(E), '1/J E f5, j = 1, 2, ... , 

is s.a. Now the spectral theorem says that for any s.a. operator H: V -+ 1t 
there exists a space ii of the above form and a unitary £ from ii onto 1t 
satisfying 

£(D) = V, HE =EM. 

Thus, H is diagonalized by the unitary £. 
Of course, the choice of spectral representation space ii is highly non­

unique: parts of the measures in (4.16) can be reshuffled among the sum­
mands, and the normalization of the measures is not fixed either. But the 
closure of the union of the supports of the measures is unique: It is the 
spectrum of H. More generally, the measures encode all spectral properties 
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of H. For example, whenever one of the measures µi assigns nonzero weight 
to a point Eo E IR, H has a bound state with eigenvalue E0 ; continuous 
parts of the spectrum correspond to continuous parts of the measures; the 
spectral multiplicity of E E IR equals the limit of the number of measures 
assigning nonzero weight to the interval (E - E, E + E) as El 0, etc. 

As a matter of fact, it is often more convenient to diagonalize H as 
a nonlinear function of a spectral variable; we have already seen several 
concretizations of this more general form of the spectral theorem. If need be, 
one can easily convert this to the previous form. For instance, the Fourier 
transformation ( 4.6) diagonalizes all operators p1, l E N*, and exp( ap), 
a E IR*, simultaneously; then one should transform to £ 2 ([0,oo),dE) EB 
L2 ([0, oo), dE) for even l and to L2 (IR, dE) otherwise. 

The spectral theorem makes it possible to define and work with functions 
of H. In particular, one way to obtain the quantum time evolution is by 
pulling back the unitary multiplication operator exp( -itE) on H: 

exp(-itH) = £ exp(-itE)£- 1 . 

More generally, one can define bounded functions of H, and these functions 
form an Abelian algebra. Whenever one can choose m = 1 in ( 4.16) (so that 
the (global) spectral multiplicity of H equals 1 ), this algebra is maximal 
Abelian: It cannot be enlarged without losing the commutativity property. 

The spectral theorem has a generalization to several commuting s.a. oper­
ators H 1 , H2 , ..• , HN. Here, commuting means by definition that the cor­
responding evolutions exp(-itjHj),j = 1, ... , N, commute. (For bounded 
H 1, ... , HN, this is equivalent to [Hk, Hi] = 0. But for unbounded oper­
ators, the commutator need not be densely defined, and even if it is and 
vanishes, this does not entail that the evolutions commute.) Again, it is 
often simpler to transform to a representation where H 1, ... , H N become 
nonlinear functions of several variables (instead of multiplication by E1, 
... , EN, respectively). The free A~Os (4.8) are a case in point; cf. (4.9), 
(4.10). Note that they all have spectrum [O, oo) with infinite multiplicity. 
The Abelian algebra generated by the bounded functions of S1 , ... , SN 
(say) is, however, almost multiplicity-free (maximal): Its commutant is gen­
erated by the permutation operators 

( 4.17) 

where r(x) stands for (Xr(1), ... , Xr(N))· 

4.2 The Nonrelativistic Case: Commuting PDOs 

The quantization prescription ( 4.1) applied to the Hamiltonian (2.13) yields 
the PDO 
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l N N 

H = 2 LPJ + g2 L V(xj - xk), g > 0. (4.18) 
j=l j,k=l 

j<k 

Specializing V(x) to the type I-IV cases (2.18)-(2.21), the first question 
to answer is now, whether there exist N independent PDOs (including H) 
that commute pairwise. Equivalently, one should try and establish whether 
H is an integrable PDO; cf. the first few paragraphs of Section 4.L 

There are two sets of obvious candidates for these commuting PDOs. 
Clearly, the quantization P =: LJ Pj of the first power trace Ii/symmetric 
function 81 of the respective Lax matrices commutes with H; also, H is 
the unambiguous quantization of h (or equivalently ~Sr - S2 ) up to an 
(irrelevant) >.-dependent constant for type IV. For N > 2 one can now try 
to continue either with h(x,p), k = 3, ... , N, or with Sk(x,p), k = 3, 
... , N. But for the power traces ordering problems arise: in summands 
contributing to h(x,p) fork> 2 the quantities Xj and PJ can occur simul­
taneously, so the ordering is ambiguous. By contrast, whenever PJ occurs in 
a monomial contributing to some principal minor of L(x,p), the position x1 
cannot occur, so that the expression Sk(x,p) yields an unambiguous PDQ 
for all k E {l, ... ,N}. Thus one need only show that S1(p), ... , SN(x,p) 
commute. (If so, one can define h(x,p), k > 2, unambiguously via the 
Newton identities (2.34).) 

We have no doubt that these PDOs indeed commute. But as we have 
learned, there appears to be no complete proof in the published literature. 
In Ref. 2, Olshanetsky and Perelomov do present a proof, but upon scrutiny 
this proof turns out to be incomplete on two counts-as we shall detail 
shortly. 

Fortunately, there are complete proofs that H ( 4.18) is integrable for 
all of the systems of type I-VI; only the connection between the higher­
order commuting PDOs and the quantized Sk(L) has not been completely 
clarified yet. As we see it now, the first complete proof for systems of 
type I~III was given by Heckman [15], Opdam [46, 47], and Heckman and 
Opdam [48], and for systems of type IV by Oshima and H. Sekiguchi [49]. 
In our survey [5] we presented independent proofs of integrability for the 
nonrelativistic quantum systems of type I, II, III, V, and VI-as a corollary 
of integrability at the relativistic level, proved first in Ref. 4. We shall return 
to the latter strategy in Section 4.3. 

We proceed by discussing the partial proof in Ref. 2 and the complete 
proof of Ref. 49. The starting point of Ref. 2 is a classical Hamiltonian of 

the form 

JN(x,p) =exp(~, h(x; - x.)a,,a,. )p, · · ·PN· 

j<k 

Expanding the exponential, this can be written 

(4.19) 
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[N/2] l 

JN= L 21l!(N - 2l)! 
l=O 

x L O"(h(x1 - x2) · · ·h(x21-1 - X21)P21+1 ·· ·PN) (4.20) 
o-ESN 

Next, defining recursively 

and using (4.20), one obtains 

1 [k/2] 1 

Jk = (N - k)! L 211!(k - 2l)! 
l=O 

x L O"(h(x1 - x2) · · · h(x21-1 - X21)P21+1 ···Pk)· (4.22) 
o-ESN 

In particular, this yields 

Jo= 1, J1 = LPj, Jz = LPjPk + L h(xj - xk), 
j j<k j<k 

h = L PiPjPk + L h(Xj - Xk)P;, 
i<j<k j<k 

i#j,k 

so that 

(4.23) 

Hence, the choice 

h(x) = -g2'P(x) - C (4.24) 

yields the classical type IV Hamiltonian (2.13), (2.21) when one takes 
C = 0. More generally, one easily checks 

1 [k/2J Ci 
Jk(h+C)= (N-k)! ~ 2jj!(N-k+2j)!Jk-2j(h). 

3=0 

In words, shifting h by a constant amounts to a linear reshuffling of J1, 
... 'JN. 

Evidently, all of these quantities have unambiguous quantizations, and 
the proof of Ref. 2 is concerned with the commutativity of Ji, ... , JN given 
by the quantizations of ( 4.19), ( 4.21). Their proof uses classical input, which 
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we now sketch. The Hamiltonian JN(x,p) (4.19) was introduced by Sawada 
and Kotera [50] for the type I case, where h(x) = -g2/x2 • They showed 
that JN Poisson commutes with H (4.23) and observed that this entails 
that the Hamiltonians Jk defined via (4.21) commute with H, as well. 
(Indeed, this easily follows from the Jacobi identity [50].) Subsequently, 
Wojciechowski [51] generalized JN (4.19) to the type IV case and showed 
that when Jk is defined via the recurrence relation (4.21), then J1, .•• , JN 
are in involution. 

Now Olshanetsky and Perelomov do prove that the quantum versions of 
H and JN commute as well, by showing that the additional terms in the 
commutator (compared to the terms in the Poisson bracket) sum to zero; 
cf. Ref. 2, p. 336. Then it follows just as in the classical case that H also 
commutes with JN-1, ... , J1. But in Ref. 2 it is not proved (or even made 
plausible) that the additional terms in arbitrary commutators [Jk, Jz] sum 
to zero. 

The latter gap is closed in the work by Oshima and Sekiguchi [49]. Specif­
ically, they prove (among other things) that the quantizations of Jk (4.22) 
with (4.24) in force commute without using any classical input (so that in­
volutivity of J1(x,p), ... , JN(x,p) follows as a corollary). They also prove 
a most useful uniqueness result, which we shall have occasion to invoke 
in Section 4.3. More precisely, we only need a slightly weaker version of 
Theorem 5.2 in Ref. [49], which we now state. 

Suppose Gk(x,p), k = 1, ... , N, x E JR.N, are N commuting PDOs 
with meromorphic dependence on x1 , ..• , x N. Suppose that the PDOs are 
invariant under arbitrary permutations in SN and that they are of the form 

G1 = LPj, G2 = LPiPk - 92(x), (4.25) 
j j<k 

Gk = L Pi 1 .. • Pik - 9k(x,p), k = 3,. . ., N, (4.26) 
i1 <···<ik 

with 9k of degree < k - 1 in p. Then the commutative PDO algebra gen­
erated by G1 , ... , GN coincides with the algebra generated by the above 
Ji, ... , JN. In particular, one must have 

g2(x) = C1 LP(xj - xk;w,w') + C2. 
j<k 

(4.27) 

Thus far, we have restricted ourselves to the type I-IV systems. Let us 
now turn to the Toda systems. Choosing 

2 2 s(>.+x)s(>.-x) 
h(x) = -g (P(x) -P(>.)) = -g 82(>.)s2(x) , 

I i'Tr 
w =-, 

µ 
(4.28) 

with >. = w + i7r/µ, and substituting (2.66) and (2.68) in JN (4.19), it 
follows from previous calculations that the limit w -+ oo exists and yields 
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(with the convention (3.15) in effect) 

N 

JN= exp(-a2 ?= expµ(xj - Xj-1)8p3 8p3_ 1 )P1 · .. PN· 
J=l 

(V) (4.29) 

The limit w--+ oo can also be taken in the recurrence relation (4.21), and so 
one winds up with commuting PDOs J1(x,p), ... , JN(x,p). In particular, 
one gets in this way 

N 

J1 = LPi, J2 = LPiPk - a2I:expµ(xj - Xj-1), 
j j<k j=l 

so that 

N 

~Ji- J2 = ~(~PJ +a2expµ(xi -Xj-1)) = H(V). 
J=l 

Substituting (2.60) and taking a --+ 0 now yields the nonperiodic Toda 
analogs, in particular 

N 

JN= exp(-~ expµ(xj - Xj-1)8p38Pj-1)P1 .. ·PN· 
1=2 

(VI) (4.30) 

Alternatively, one can obtain the commuting type VI PDOs from the 
hyperbolic PDOs by substituting (2.69) and (2.70) in J 1 , ... , JN with 

2 2 
h(x) = - 9 µ 

4sh2 (µx/2) 
(II) (4.31) 

and taking e--+ 0. To complete the connection diagram (2.62) at the quan­
tum nonrelativistic level, it remains to specify the direct IV --+ VI transi­
tion. To this end we use once more (4.28), but now with A= w. Substituting 
then (2.72) and (2.73) in JN (4.19), it follows that JN converges to (4.30); 
taking successively k = N -1, ... , 1, one deduces that Jk converges to the 
type VI Jk. 

To conclude this subsection, we elaborate on the relation between Ji, 
... , JN and the symmetric functions 81, ... , SN of the type II Lax matrix 
(2.35) (and its type I and III versions), its A-dependent type IV generaliza­
tion (2.51), and the type V and VI Lax matrices (2.57), (2.59), respectively. 
First, it should be noted that whenever JN and SN are equal, equality of 
Jk and Sk for all k E {1, ... , N} follows. Indeed, the functions 81, ... , SN 
also satisfy the recurrence relation ( 4.21). (The coefficient of Pi in S k equals 
the sum of all principal minors of order k - 1 not containing the index j. 
Each such minor does not contain N - k + 1 indices, so it occurs N - k + 1 
times in the Poisson bracket at the right-hand side.) 
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Consequently, if JN(x,p) were equal to SN(x,p), the connection diagram 

(2.62) for the quantum versions would be immediate from the classical 

connections detailed in Section 2.3. Now when we choose h(x) equal to 

( 4.28), we must choose the same >. in (2.51) to obtain equality for N = 2. 

But then we do not get equality for N = 3, unless 

A:::: Wi 1 i = 1, 2, 3, W1 = w, W2 = -w - w', W3 = w' (4.32) 

(modulo the period lattice), and even for these three choices, it is quite 

likely that one does not get equality for arbitrary N. 

Turning now to the assertions of Ref. 1, it is claimed on p. 326 that 

their JN (eq. (4.8) in l.c.) equals the determinant of Lax matrices speci­

fied on pp. 322-323. However, no proof of this claim is presented. Instead, 

the reader is referred to the papers by Sawada and Kotera [50] and Woj­

ciechowski [51] already mentioned. But in these papers equality of JN to a 

determinant is neither proved nor claimed to be valid. 

Translated into our notation, the above claim says in particular that 

when one takes h(x) in JN (4.19) equal to (4.31), then JN equals SN(L), 

with L given by (2.35). Undoubtedly this is true, and we have checked 

equality for N ~ 4. However, we are not aware of a complete proof. Chang­

ing 1/sh to coth in (4.31) and in (2.35), Ref. 1 claims once more equality 

of JN and SN. (This choice amounts to the>.= i7r/µ specialization of the 

,\-dependent type II Lax matrix, i.e., (2.51) with w = oo.) This claim is 

false: J4 and 84 differ by a constant, so JN and SN differ for all N ~ 5, 

too. 
In the elliptic case Ref. 1 allows three choices for h and the Lax matrix. 

These choices amount to the above choices (4.32). Again, the claim that 

JN equals SN is incorrect in general: J4 and S4 differ by a constant that 

depends on the choice, so that nontrivial differences for N ~ 5 result. We 

conjecture that the correct result for arbitrary >. E C in (2.51) reads 

N-2 

SN(>.)= JN(h) + L Ck,N(>.)Jk(h), h(x) = -g2P(x) (?) (4.33) 

k=O 

where Ji(h), ... , JN(h) are given by (4.22). (We have checked (4.33) for 

N ~ 3.) For the periodic Toda case we conjecture that 

SN(w) =JN+ (ia)N(w- 1 + (-)Nw) (?) 

with SN(w) the determinant of (2.57) and JN given by (4.29). Ifso, equality 

of Sk and Jk for k < N and equality of the type VI Sk and h fork :S N 

would follow, of course. 

4.3 The Relativistic Case: Commuting A~Os 

As already discussed in Section 4.1, we run into ordering problen:s when ~e 

perform the canonical quantization (4.1) in the Poisson commutmg Hamil-
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tonians Sk(x,p) (3.19), ±k E {1, ... , N - l}. More precisely, in writing 
down Sk(x,p), we have automatically opted for an ordering, but for this 
ordering the prescription (4.1) does not necessarily yield commuting Ab.Os. 

As a model for the ambiguity at hand, let us look at a Hamiltonian of 
the form h(x,p) = eP f(x). Writing it as f(x)eP yields a different Ab.O 
upon quantization (unless f(x) happens to have period iii). As it turns 
out, both of these orderings in (3.19) give rise to noncommuting Ab.Os. 
(Taking N > 2 and generic f, fr.) Now for these two choices the resulting 
Al:i.Os are not even formally symmetric, so one can try next the orderings 
symbolized by f(x) 112eP f(x) 112 and ePl2 f(x)ePl 2 (which do yield formally 
symmetric Al:i.Os). Again, these choices spoil commutativity, though. At 
this point it should be emphasized that no general results are known from 
which an ordering choice preserving commutativity would follow. 

Such a choice does exist, however. Specializing first to the type I case, 
where J(x) = (1 + (i2g2 /x2 ) 112 (with J(x) > 0 for x E JR*), it can be 
symbolized by writing the model Hamiltonian h(x,p) as f-(x)ePf+(x), 
where f±(x) = (l±i(3g/x) 112 . Recalling (3, g > 0, the square-root branches 
may and will be fixed by requiring f ±(x)--> 1forg,!,0. (To be quite precise, 
we require this for x E JR*. Since the x-shifts involved are in the imaginary 
direction, the branch points off the real axis are not encountered.) 

We now turn to the corresponding ordering choice for the type IV Hamil­
tonians: It is obtained by choosing 

f () = (s(x±i(3g)) 112 

± x - s(x) ' g 1 0 =* f±(x)--> l. 

Written out, the corresponding Ab.Os read 

S±k(x,P) = L IT f"'f(xi - x1) 
IC{l,. . .,N} iEJ 

IIl=k jrf.I 

(4.34) 

xexp(±f3LPi)ITJ±(xi-Xj)- (I-IV) (4.35) 
iEI iEJ 

j<f-1 

Thus, their classical symbols yield the same functions as (3.19); moreover, 
(3.21) holds true again. (To check this, use ]0(-x) = f-o(x).) Using (3.18), 
we also get A.0.0s H(x,p) and P(x,p) belonging to the algebra generated 
by the A.0.0s ( 4.35). It can be shown that the commutativity of this algebra 
boils down to the functional equations 

~ (IT s(xi - Xj - 'Y)s(xi - Xj + ')' - p) _ (x __, -x)) = 0 (4.36) 
~ . s(xi - xj)s(xi - Xj - p) 

JC{l,. . .,N} iEl 
IIl=k jrf.l 

which hold true for all N > 1, k E {1, ... , N}, x E e,N, ')', p E C. These 
results can be found in Ref. 4, with s(x) replaced by the Weierstrass a-­
function; in view of the relation (2.50), this difference is inconsequential. 



7. Systems of Calogero-Moser Type 309 

The functional equations (4.36) encapsulate the integrability of all of 
the models considered in these lectures. We continue by elaborating on 
this assertion. First, dividing by p and sending p to 0, one obtains the 
functional equations 

L L 8i IT s(xi - Xj - -y)s(xi - Xj + 1) = O. 
s(x· -x·)2 

lC{l, .. .,N} iEl iEl i J 
lll=k j~I 

These amount to the functional equations (3.20) that express involutivity of 
the classical Hamiltonians S1, ... , SN [3]. Now we have shown in Section 3 
that the latter commutativity result entails integrability for all of the rela­
tivistic and nonrelativistic classical systems of type I-Vi. Thus, it remains 
to explain how ( 4.36) entails integrability for their quantum versions. 

We begin with the relativistic level. Of course, then we need only consider 
the Toda systems, since the type I-III systems are included in type IV via 
(2.65). In fact, we are going to detail the transitions in the diagram (2.62) at 
the quantum relativistic level. To this end we adapt the reasoning followed 
at the classical level to the AAOs S1, ... , SN, rewritten as 

81 = L II f-(Xj - Xk)f +(xj - Xk - ili/3) exp((3f>I); ( 4.37) 
JC{l, ... ,N} jEl 

111=1 k~l 

cf. (4.35). (The corresponding transitions for S_1, ... , S-N can be dealt 
with by taking f3-+ -/3.) 

First, we consider the transition II-+ VI. Substituting (3.24) and (2.69) 
in f-(Xj - xk)!+(Xj - Xk - ili/3), we obtain a function /Jk with limits 

{ 
1, \j - k\ > 1, 

/Jk -+ (1 + {32 exp[µ(xj - ili/3 - Xj-1)])1! 2 , k = j - 1, 

(1 + {32 exp[µ(Xj+1 - Xj)]) 112 , k = j + 1, 

for t: -+ O. Hence, the limit of S1 ( 4.37) exists and can be rewritten 

Sk= L II fT(xj+l-xj)exp(f3f>1) 

JC{l,. . .,N} jEl II f ( x ) 
lll=k j+l~l X T Xj - j-1 (Toda) (4.38) 

jEJ 
j-1~1 

with the convention (3.16) in effect. 
Second, we handle the IV-+ V limit, starting again from (4.37). To this 

end we use the analog of the factorization (3.27) for the functions f + and 
f-, and mimic the reasoning in the classical case. Thus we introduce 

Sr,k = p(g)k(N-k)' 
( µ/32g(g - Ii)) 

p(g) =exp 4w , 
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and substitute (2.66) and (3.29). Then the limit w --+ oo exists and can be 
rewritten as (4.38), but now with (3.15) in force. (Just as in the classical 
case, the infinite products supply the extra boundary terms, as compared 
to the nonperiodic case.) 

Third, the IV --+ VI transition can be made by substituting (2.72) and 
(3.31) in the AAOs Sr,k and taking w -+ oo. To complete the diagram 
(2.62) it remains to specify the V --+ VI limit. As before, it suffices to 
substitute (2.60) in the type V AAOs Sk ( 4.38) and take a _, 0 to obtain 
the type VI Sk· 

It can also be shown directly that the Toda AAOs ( 4.38) commute. This 
can be reduced to the functional equations 

L II ff (x;-1 - x;) IT f:f(x; - xi+l + ,\) 
IC{l, ... ,N} iEI iEI 

IIl=k i-l•V i+l~J 

L II f:f(x;-1 - Xi + >-) II ff(x; - xH1) (4.39) 
IC{l, ... ,N} iEI iEI 

IIl=k i-l~J i+l~J 

which hold true for all N > 1, k E {1, ... , N}, x E c_N, A E C [37]. (Note 
this yields the classical functional equations (3.20) when one divides by ,\ 
and takes >.to 0.) 

We now consider the nonrelativistic limit f3 --+ 0, handling first the elliptic 
case. We start from commuting AAOs 

k 

Ak(/3) = L(- )k+1 (: = ~) c1(>., i/3g)Si, k = 1, ... , N, (4.40) 
l=O 

where 

ck(>., a)= s(>.)-ks(>. - a)k- 1s(>. + (k - l)a), k = 1, ... , N. 

The point of this definition is that the classical versions of these AAOs, 
after division by /3\ converge to the Hamiltonians Sk(Lnr) for f3--+ 0, where 
Lnr is the type IV Lax matrix (2.51). (To see this, recall (3.38), (3.39), and 
(3.45)-(3.48).) 

Expanding c1 and S1 in powers of /3, we now write 

00 

Ak(,6) = L Ak,mf3m. ( 4.41) 
m=O 

(This expansion is meant in the sense of formal power series.) Then we 
calculate 

A1,o = 0, Ai,1 = LPj 
j 

(4.42) 
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Az,o = Az,1 = 0, 

Az,2 = L (Pj'Pk - g(g - Ii) (P(xj - xk) + '!l )) 
j<k w 

2 

+ 92 N(N - 1) (P(>-) + ~). (4.43) 

It is important to observe that this result differs from the classical ex­
pansion: In A2,2 one has a coefficient g(g - h) and not g2 , since the par­
tials in (4.35) do not commute with the f +-factors. (Equivalently, the /3-
dependence of the coefficients in ( 4.37) differs from that of their classical 
versions.) 

Next, we note that the integer 

nk == min{l[Ak,l I- O}, k = 1, ... , N, 

equals k in the classical case, and must be ::; k in the quantum case, since 
we clearly have 

Ak,k = L Pi1 .. ·Pi,, g = o. 
i, <· .. <ik 

Taking for granted that nk = k in the quantum case as well, it would follow 
that 

[Ak,k,Az,zl=O, k,l=I, ... ,N, 

and since we have (using obvious notation) 

Hnr (g2 ---> g(g - Ii)) = ~ (A1,i)2 - Az,2 +constant 

integrability of the nonrelativistic Hamiltonian would follow. 
Unfortunately, a direct proof that nk equals k appears intractable. The 

problem is that one gets an avalanche of additional terms arising when 
partials act on f +-factors. A priori, these extra terms might lower nk as 
compared to the classical case, and yield PDOs Ak,n• that are not inde­
pendent for k = 1, ... , N. Note also that the connection of Ak,k to the 
quantized symmetric functions of Lnr is quite opaque due to the extra 
terms. 

We shall now show that nk indeed equals k, by making a detour involv­
ing a function w(/3; x) that is also an important ingredient for obtaining 
relativistic eigenfunctions (as we shall see in Section 6). In the process, we 
shall obtain a rather explicit formula for Ak,k· 

The function w is introduced in Ref. 31. It is a solution to the first-order 
analytic difference equation 

. f'!_(x) 
w(x - ih{3) = ti(x _ ih(J) w(x) ( 4.44) 
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that is meromorphic, even and 2w-periodic in x. Moreover, it has no poles 
for real x and is positive for x E (0, 2w), and it satisfies 

(4.45) 

Here, the positive constant C is irrelevant for what follows, and the loga­
rithm is chosen real. (Note that (2.63) entails positivity of s(x) on (0, 2w).) 
Setting 

.D.(/3; x) = C' II w(/3; Xj - xk), C' > 0, 
j<k 

and using (4.37), evenness of wand (4.44), we obtain transformed A.D.Os 

Sf= .t:i.-112s1.t:i.1/ 2 = 2.::: IT!'!.. (xj - xk) exp(/3fJ1 ). 
JC{l, ... ,N} jEI 

III=! krp 

(4.46) 

Next, we replace Sz by Sf in (4.40), obtaining an A.D.O A~(,6). In view 
of (4.45), the formal power series expansion of this A.D.O has as its lowest 
coefficient the PDO 

with 

II(x) =IT ls(xj - x1e)l 9 /n. 
j<k 

(4.47) 

(4.48) 

To prove nk = k, it therefore suffices to show that A~ 1 vanishes for l < k. 
The crux is now, that we need only show this for 'the classical version 

A~(x,p). Indeed, in Si (4.46) all partials occur to the right of Ii-independent 
coefficients, so the PDO Ai,1 is obtained by substituting ( 4.1) in the nor­
mally ordered expansion coefficient A%,1(x,p). Here, normal ordering de­
notes the procedure of putting x-dependent coefficients to the left of mono­
mials inp1, ... , PN (classical case) or p1, ... , PN (quantum case); we shall 
symbolize normal ordering by double dots in the sequel. In particular, we 
can now rewrite ( 4.4 7) as 

A1e,nk = II(x): Ai,nk(x,p): II(x)- 1. 

We proceed by proving that A~ 1(x,p) vanishes for l < k. To this end we 

first notice that the function cz(A, i{3g)Sf (x,p) is the Ith symmetric function 
of the matrix 
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with D given by (3.47), and 

di= exp(/3pj) IJ 1.:(xi - xz). 
l#j 

(To .verify this,. one need only repeat the calculation leading to (3.48), 
makmg the pertment changes in (3.37); note that J'!_(x)f'!_(-x) = j2(x).) 

Next, we observe that 

i.,= lN + /3(Lnr + E) + 0(/32), (3 -4 O, 

where the extra matrix is given by 

E == diag(z1 (x), ... , zN(x)) 

with 

s'(x - x ) 
zi(x) = -igL ( 1 1), j = l, ... ,N. 

l#j S Xj - Xz 
(4.49) 

Now this entails 

From this we deduce not only that At1(x,p) vanishes for l < k (as desired), 
but also-returning to the quantum level-that 

(4.50) 

The upshot is that we have now derived integrability of the nonrelativistic 
type IV quantum system from that of its relativistic version. Moreover, we 
have obtained rather explicit formulas for the commuting PDOs Ak,k. To 
exploit the formula ( 4.50), it is important to observe (recall ( 4.48) and 
( 4.49)) 

IT(x)pjIT(x)- 1 =Pi - Zj(x), 

Pj(zi) = -gn(P(xj - x;) + ~) = -h(xi - x;), j =I= i. 

(4.51) 

( 4.52) 

Let us call the latter formula a contraction. Expanding ( 4.50) and using 
(4.51), we may move all p/s to the right, picking up contractions along the 
way. Then we wind up with an expression that can be written 

( 4.53) 

where Rk ( x, p) is normally ordered and consists of all terms involving at 
least one contraction. As such, Rk ( x, p) has degree < k - 1 in p. From 
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this one easily deduces that Ak,k(x,p) has the form (4.25), (4.26). (For 
k = 1 and k = 2 we reobtain (4.42) and (4.43), respectively, as should be 
the case, of course.) Therefore, we are now in the position to invoke the 
uniqueness result of Ref. 49 detailed in the paragraph containing ( 4.27): 
The commutative algebra generated by Ak,ki k = 1, ... , N, coincides with 
the algebra generated by J1(h), ... , JN(h), with 

h(x) = -g(g - li)'P(x). (4.54) 

It is not hard to see that Ak,k is actually a linear combination of J1 , 

... , Jk: Any monomial in Ak,k(x,p) involves a given P; only once, so no 
products of the J1 can occur. Notice also that the contractions are respon­
sible for changing g2 to g(g - Ii) in (4.54). In fact, we conjecture that one 
has 

II(x) I>Il(Pi + zi(x)):II(x)-1 = Jz(h), l = 1, ... , N, 
IIl=I iEJ 

(?) (4.55) 

with h given by (4.52). (We have checked this for l :5 4.) Clearly, (4.55) 
would be useful to render the formula ( 4.53) for Ak,k even more explicit. 

Of course, the above holds true for the type I-III systems, too. If one 
could prove (4.55), it would easily follow from the IV -+ V and II -+ VI 
transitions that one has 

(Toda) (?) (4.56) 

in the Toda case. (Here, AT,k,k denotes the kth expansion coefficient of 
the AD.O AT,k(,8) that is defined via (4.40) with c1S1 replaced by Si (4.38) 
for type VI and by :E1 (3.52) (with Sz given by (4.38)) for type V.) In 
particular, this would entail that the quantized symmetric functions of the 
Lax matrices (2.57) and (2.59) commute. 

Independent of the validity of (4.56), it can be shown that nk = k in 
the Toda case [5]; the reasoning presented in Ref. 5 applies to type I-III as 
well, but leaves open the type IV case. (The statements in Ref. 5 concerning 
the relation of Ak,k and quantized symmetric functions should be ignored, 
though; this is because these rely on the unproven assertions in Refs. 1 
and 2 discussed above.) 

5 Action-Angle Thansforms 

5.1 Introductory Examples 

At the end of Section 2.1 we have introduced action-angle maps, a notion 
associated with an arbitrary Liouville integrable system 

S = (fJ.,w, /i, ... ,JN). (5.1) 
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As we have seen in Sections 2 and 3, the Calogero-Moser and Toda sys­
tems and their relativistic generalizations are Liouville integrable, so one 
is led to the problem of constructing explicit action-angle maps for these 
systems. Now the Liouville-Arnol'd theorem is of little help in that en­
terprise, since it is merely concerned with existence and general structure 
under some quite subtle assumptions, whose direct verification is often in­
tractable. Provided the joint orbits (2.14) contained in Oi are compact (so 
that ki = N in (2.16)), there exist integral representations for the action 
and angle variables. (These are actually the reason for the term integrable 
system, historically speaking.) Even so, one would really like to express 
these integrals in terms of known functions, or obtain at least more infor­
mation on the range of variation of the actions, the functional dependence 
of Ii, ... , IN on the actions, etc. More generally, the decomposition into 
invariant sub manifolds n1' 02' ... should be made explicit. 

In order to provide more perspective for this circle of problems, we shall 
consider some quite elementary examples. Our starting point is the Hamil­
tonian 

p2 
H(x,p) = 2 + V(x), VE C00 (IR), (5.2) 

defined on 0 = JR2 equipped with its standard form w = dx /\ dp. Then we 
have dH ( x0 , p0 ) "I- 0 unless both Po = 0 and V' ( xo) = O; such points yield 
equilibrium solutions (x(t),p(t)) = (xo,Po), \::It ER Since dH "I- 0 on an 
open dense set, H is integrable. 

The H flow is not complete without further restrictions on V, however. 
For instance, taking V = -x4 /2, one gets a solution (1/(1- t), 1/(1- t) 2 ) 

to Hamilton's equations (2.1) that is defined only for t < 1. To ensure 
completeness (and hence Liouville integrability), let us henceforth assume 
that V is bounded below. (By energy conservation this entails an upper 
bound on [p[; since one has x = p, this prevents escape to infinity in finite 
time.) 

Of course, the simplest external field with this property is the constant 
field 

V(x) =Vo. 

Discarding the line of equilibria {p = O}, one is left with two open, con­
nected and invariant submanifolds D1 and 02 on which P > 0 and P < 0, 
respectively. These are of the form lR x Ai with Ai ~pen ~nd _connected, 
and the flow (x(t),p(t)) = (xo + p0 t,p0 ) is obviously lmear m time. Hence 
one can take oi = ni and <I>i equal to the identity, i = 1, 2. 

Next, we consider the harmonic field 

x2 
V(x) = -. 

2 
(5.3) 
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In this case one clearly obtains the flow 

etH (xo,Po) = (xo cost+ Po sin t, Po cost - xo sin t). 

This flow is nonlinear in t, but away from the equilibrium (0, 0), it can be 
linearized by a symplectic map 

<P: (0.1,dx/\dp)-> (fl,dx/\dp), (x,p) f-+ (x,fi), (5.4) 

where 

fh = 0.\ {(0,0)}, 

fi =: 11'1 x (O,oo). 

(5.5) 

As announced below (2.17), the torus 11'1 is viewed as ~/27rZ and coordi­
natized by i; E (-7T, 7r]; explicitly, <P reads 

x = arctan(x/p), p = (p2 + x2)/2 = H(x,p), (5.6) 

so that the inverse £ is given by 

x = (2p) 1l 2 sini:, p = (2p) 1l 2 cosx, 

and one has 

exp(tH)(xo,.Po) = (xo + t,po). (5.7) 

In this example all orbits are periodic, but in general a Hamiltonian of 
the form (5.2) has both periodic and nonperiodic orbits. Indeed, taking as 
a third example 

V(x) = -exp(-x2 ) (5.8) 

the level set H(x,p) = E yields an equilibrium for E = -1, a periodic 
orbit for E E (-1, 0), and two non periodic orbits for E 2: 0. Discarding 
the equilibrium at (0, 0) and the level set E = 0 separating bound and un­
bound orbits (separatrix ), one obtains three open, connected and invariant 
submanifolds fh, n2, 03, corresponding to EE (-1, 0), and to E > 0 with 
p > 0 and p < 0, respectively. 

The action variable .P( x, p) on 0.1 is now determined (uniquely up to a 
constant) as the function f(H(x,p)) that is such that all of its orbits have 
primitive period 27T. It can be seen that the function 

1 2 v-'(E) 
f(E) = -2 A(E) = - f p(x,E)dx, EE (-1,0), 

1T 1T lo (5.9) 

p(x, E) = ( E - ~(x)) 112
, V(x):::; E, (5.10) 
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has this property. Here, A(E) denotes the phase space area enclosed by the 
level curve H(x,p) =E. Note this yields p = H for the special case (5.3), 
in agreement with (5.6). For (5.8) or any other potential with the same 
shape (such as -1/ ch2 x), the oscillation period is nonconstant on n1 , so 
the transformed Hamiltonian must be a nonlinear function of p. (In this 
regard the above harmonic oscillator example is highly nongeneric.) 

There is also an integral representation for the canonically conjugate 
angle variable x E (-7r, 7r] (cf. Ref. 9, p. 281); this variable is uniquely 
determined up to addition (mod 271") of an arbitrary function of p. Since 
we have H = 1-1 op, the H flow increases the angle by 27r after a time 
2rraf /aE = T(E). Using (5.9) and (5.10) to calculate T(E), one now 
verifies that this yields the correct oscillation period. 

The integral trajectories in D2 and D3 are scattering orbits, and so one 
has far more freedom in the choice of action coordinate. Indeed, one can 
take p = f(H) for any function f E C00 ((0,oo)) with positive or negative 
derivative on (0, oo), and obtain a canonically conjugate angle variable 
x( x, p) taking values in R There is, however, a special choice that is singled 
out by a physical interpretation: one can choose p(x,p) equal to the limit 
of p(t) fort_, oo, so that p = (2H) 112 on 02 and p = -(2H) 112 on n3 . As 
canonically conjugate position one can choose the asymptotic position x+ 
determined by 

(x(t),p(t)) ""(x+ +tp,p), t-+ oo. 

Alternatively, one can work with the t -+ -oo asymptotics, yielding action­
angle variables (x- ,p). Restricting attention to D2, canonicity of the maps 

(5.11) 

is then a consequence of scattering theory. Indeed, they are just the wave 

maps 

u± = lim exp(-tH) o exp(tH), 
t ..... ±oo 

-2 
~ ± - P U*H H(x ,p) = 2 = ± , 

which are related via the scattering map 

(Writing 

(5.12) 

the scattering is encoded in the function 8(f>): it registers ho": much t_he 
particle has advanced as compared to a freely moving particle with velocity 
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p.) Summarizing, one can choose the action-angle map <P2 equal to U.+ 1 or 
u:1. 

As a fourth example, let us take 

V(x) = x2 exp(-x2 ). 

This potential has a well around the origin and two maxima V(±l) = e-1 . 

Thus the level set E = 0 yields an equilibrium (0, 0), whereas the level set 
E E (0, e- 1) splits up into three orbits: Two scattering orbits (reflection 
at the bumps) and one periodic orbit (oscillation around the origin). For 
E > e-1 the level set has two connected components, corresponding to 
scattering orbits (transmission from left and right). The separatrix level 
set E = e- 1 is connected, but not diffeomorphic to lR or 1'1. Indeed, this 
set splits up into eight distinct orbits: Discarding the two equilibria at 
(±1, 0), one is left with six connected components, each of which yields an 
orbit. (Draw the phase diagram to see this.) Deleting the origin and the 
separatrix from 0 = JR2 , one obtains a set with five connected components, 
viz.' one bound state submanifold nl' two reflection submanifolds n2' n3 
and two transmission submanifolds 04, n5 . On each of these the flow can 
be linearized by a canonical map <Pi, involving the 1-torus and the integral 
(5.9) on 0 1, and scattering theory objects on 0 2 , ... , 0 5 . 

Turning now to the case N > 1, we note that there is a trivial, yet 
instructive way of manufacturing Liouville integrable systems: One can 
take 

to get N commuting Hamiltonians on n = JR2N with its standard form 
(2.3). The submanifolds 0 1 , n2 , ... and action-angle maps 1> 1 , 1>2, ... then 
have a product structure, and the complement of n1 u n2 u ... will consist 
of a union of sets that are built up from equilibria and separatrices for each 
of the Hamiltonians I 1 , ... , IN. The dimension of the latter excluded sets 
can vary from 2N - 1 (take, e.g., (x1,p1) on a separatrix for Ii) to 0 (take 
(xj,Pj) to be an equilibrium for Ij, j = 1, ... , N). Moreover, the integer 
ki in (2.16) takes all allowed values 0, ... , N when each of I 1 , ... , IN has 
both bound and scattering orbits. 

From these examples one already gleans that the N > 1 situation can be 
quite complicated. An additional complication for N > 1 cannot be easily 
illustrated, since it is absent for the rather artificial product situation just 
discussed: To obtain invariant submanifolds of the form (2.15), (2.16) one 
may have to discard additional separatrices whose location is a matter 
of choice (just as branch cuts ensuring one-valuedness can be chosen at 
will). In geometric parlance, this phenomenon amounts to the occurrence 
of a nontrivial fiber bundle structure (with the fiber equal to (2.16)). We 
shall encounter an explicit example of this situation toward the end of 
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Section 5.3. Since the general theory should cover all possibilities at once, it 
is clear that one must make rather intricate technical assumptions in order 
to obtain invariant submanifolds that are symplectically diffeomorphic to 
manifolds of the form (2.15), (2.16). A detailed account can be found in 
Ref. 11; see also Ref. 52 for general information on the way in which the 
invariant tori can bifurcate and degenerate, and on various related matters. 

5.2 Wave Maps and Pure Soliton Systems 

In view of the general picture sketched in the previous subsection one should 
be prepared to encounter considerable complications in constructing ex­
plicit action-angle transforms for a given Liouville integrable system. There 
exists however a physically important class of integrable systems for which 
neither equilibria nor separatrices occur, so that one needs to consider only 
one invariant submanifold, namely, all of n. These integrable systems are 
defined by the Hamiltonian H (2.13) on the phase space n (2.23), with 
V ( x) a pair potential having the salient features of the type II potential 
1/ sh2 vx. Specifically, V(x) is a strictly monotone decreasing function on 
( O, oo) with a divergence for x 1 0 preventing collisions, and rapid decay to 
O at oo. Let us denote the class of such repulsive potentials by R, and fix 
V E R. We proceed by describing how the inverses of the wave maps from 
scattering theory can now be used as action-angle maps, in much the same 
way as for the above example; cf. (5.11)-(5.12). (In the example, however, 
the potential is attractive, so that transmission occurs.) 

First of all, any point in n yields an orbit with asymptotics 

(x(t),p(t)) ,.._, (x± + tp± ,p±), t _, ±oo, 

where 

Pi > ... > p}V, P1 < ... < PN· 

Introducing incoming and outgoing phase spaces 

n+ = {(x+,p+) E JR2N I Pt< ... < pi}, 

n- = {(x-,p-) E lR2N I PN- > ... > pl}, 

equipped with their canonical forms 

N 

and Hamiltonians 

w0 = L dx~ A dp~, t5 = +, - , 
j=l 

N 
{j {j {j - 1 '°'( 6)2 {j + H (x ,p) = 2 ~ Pj ' = , -, 

j=l 

(5.13) 

( 5.14) 

(5.15) 
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the wave maps are given by 

Us = lim exp(-tH) o exp(tH5 ), 8 = +, -. 
t->000 

(5.16) 

Observe that the composition makes sense for t --+ 800: the restrictions 
(5.13) ensure that the point (x5 + tp0 ,p0 ) belongs ton (2.23) for 8t large 
enough. Since the Hamiltonian flows at the right-hand side of (5.16) are 
canonical, the wave maps are syrnplectic maps 

U0 : n°--+ n, (x0 ,p0 ) 1-7' (x,p). 

(To prove this rigorously is not easy, though.) The intertwining relations 

U0 o exp(tH0 ) = exp(tH) o U15, 8 = +, -, (5.17) 

show that Ui 1 can indeed be viewed as a linearizing canonical transforma­
tion <1>15: n--+ !1°; cf. also (2.11), (2.12). 

Liouville integrability of H is now easily established. Indeed, defining 

1 N 
HZ(x0,p15 ) = k L(Pi)k, k = 1, ... , N, 

j=l 

the Hamiltonians Hf, ... , HJy are obviously in involution. Moreover, they 
are independent; their gradients are in fact linearly independent on all of 
n°, since the relevant determinant is a Vandermonde determinant that has 
no zeros on n15 • Setting 

(5.18) 

it follows that flf, ... , fIJv are in involution, and that their gradients are 
linearly independent on all of n. Since we have 

/j 0 - 0 H2 = H , H2 = H, 8 = +, -, 
in view of (5.15) and the intertwining relations (5.17), it follows that His 
integrable. Moreover, because the map U0 is canonical, (5.18) entails that 
it intertwines the flows exp(tHZ) and exp(tfIZ). Since the former flows are 
manifestly complete, the latter are, too. Hence, H is Liouville integrable, 
as claimed. 

Now for a general V E R it is quite unlikely that the commutative sub-
1 b ·+ ·+ - -age ras of IH generated by H1 , ... , H N and H!, ... , HiV are equal, 

and even more unlikely that fl: and fl; are equal for k > 2. (By transla­
tion invariance one does have equality for k = l. Indeed, in that case one 
obtains the total momentum L:f= 1 Pj.) Assuming however that they are 
equal, it follows that 

N N 

LPj(x,p)k = LPj (x,p)\ k = 1, ... , N, (5.19) 
j=l j=l 
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and so we deduce that the scattering map 

S - u-1 u · r.- r.+ - + -·H -4H, 

conserves momenta. More specifically, from (5.13) we deduce (2.47). 
Conversely, whenever~ co~serve~ momen~a, one has the equalities (5.19) 

and so the pullback Ham1ltomans Ht and HJ; are equal fork= 1, ... , N. 
A priori, these Hamiltonians need not have a polynomial dependence on the 
momenta pi, ... 'PN, however. But for the only potentials inn for which 
conservation of momenta is known to hold true, this turns out to be the 
case. Indeed, these potentials are the type II potentials V(x) = 1/ sh2 vx, 
whose long-time asymptotics has already been discussed in Section 2.2; cf. 
(2.42)-(2.48). In view of (2.46) and (2.33) one has 

- 6 Hk = Hk, 8 = +, -, k = 1, ... , N, 

and H k is indeed a polynomial in P1, ... , p N with x-dependent coefficients; 
cf. (2.41). 

It is not known whether any other V E n exist for which S conserves 
momenta, but this seems extremely unlikely. At any rate, it makes sense 
to single out the integrable systems (5.1) for which not only each initial 
state is a scattering state, but also the momenta are conserved under the 
scattering. We shall call such systems pure soliton systems. As we have 
seen in Sections 2 and 3, the systems of type I, II, and VI are pure soliton 
systems, not only at the nonrelativistic, but also at the relativistic level. 
In the next subsection we shall obtain detailed information on the type I 
and II wave and scattering maps, but for brevity we do not consider the 
type VI case. (A study of the latter case can be found in Ref. 37.) 

5. 3 Systems of Type I, II, and III 

As explained in the previous subsection, one can choose one of the two 
inverse wave maps u.;1, u:1 as an action-angle map for the systems of 
type I and Ii. Indeed, the action-angle map 4> we are going to construct 
will turn out to be equal to U_; 1 for the type I systems, but for type II it 
is slightly different, and the difference will be crucial. In all four cases the 
map is written 

<P: n - fi, (x,p) I-+ (x,p), (5.20) 

with n the type I and II phase space (2.23), and fi the outgoing phase 

space n+ (5.14). Hence, 0 and fi are related by 

fi = J(n), I(x,y) = (y,x), x,y E !RN. (5.21) 

For the type III systems we should consider three distin?t ph~ spac~; 
cf. (2.24)-(2.30). As it happens, it suffices to delete a cod1~ens10.n-2 ~ar1-
ety containing partial equilibria from each of these to obtam an mvar1ant 
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submanifold on which an action-angle map can be defined. Thus, no sepa­
ratrices occur in this case, too. (Recall that a manifold remains connected 
after discarding a subset whose codimension is greater than one.) 

The key tool in the construction of the action-angle map for all of the 
systems of type I-III is a commutation relation of the Lax matrix defined 
in Sections 2.2 and 3.1 with a diagonal matrix A(x) given by 

A(x) = diag(d(x1), ... , d(xN )) , {
y, 

d(y) = exp(µy), 
exp(iµy). 

(I) 
(II) 
(III) 

(5.22) 

Specializing first to the type I and II cases, the symmetric functions ih(x) 
of A(x) evidently give rise to an integrable system on 0, so the Hamiltonians 

(5.23) 

yield an integrable system on the action-angle phase space fi. Now this 
would not be of much interest by itself; in fact, this observation applies to 
any diagonal matrix of the form (5.22) with d'(x) > 0, say. The crux is, 
however, that the integrable systems thus obtained are of physical interest: 
they are type I or II systems! 

Specifically, denoting the dual systems just defined by a caret, they are 
given by 

Inr '.::::'. Inr, Ire! '.::::'. IInri 

llnr '.::::'. Ire!, llrel '.::::'. IIrel · 
(5.24) 

Moreover, the inverse e of <I> serves as an action-angle map for these sys­
tems, as can already be seen from (5.23). 

For the type III case the (unction d(y) (5.22) is not real-valued, but 
now one can for example consider the symmetric functions of the matrix 
A(x) + A(x)*. As it turns out, the dual systems arising from the latter 
Hamiltonians are once more pure soliton systems (in a slightly more general 
sense than described in the previous subsection), and the action-angle maps 
are intimately related to the wave maps for these pure soliton systems. We 
shall return to the dual type III systems later on. 

We continue by supplying the details of the construction of <I> for thE 
relativistic type II systems. The above-mentioned commutation relatior 
reads 

~coth(z)[A,L] =e®e- ~(AL+LA) (5.25 

where we take 

- i/3µ9 . z = - 2- E i(O, 7!"). (5.2E 
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Also, e is the vector-valued function given by (3.36), Lis the Lax matrix 
(3.35), and A the diagonal matrix (5.22). (Note that (5.25) is invariant 
under taking z, A, L __, -z, L, A; this symmetry property will eventually 
lead to the self-duality of the IIrel system.) Since L is self-adjoint, there 
exists a unitary U such that 

L =: U* LU= diag(.\1, ... , >w ), .\i ER. 

Transforming (5.25) with U and setting 

A= U*AU, e = U*e, 

one readily obtains 

Now A has positive spectrum, and since U is unitary, it follows that A)J > 
0. Moreover, we have 

N 

IT Aj = ILi = ILi = exp(/3(P1 + · · · + PN)) > 0 
j=l 

so that Aj =/= 0, j = 1, ... , N. Taking j = k in (5.27) we deduce ej =/= 0 
and Aj > 0. Consequently, we may define a vector p E RN by setting 

Next, we rewrite (5.27) as 

• • -:: ( /3(Pj +Pk)) shz 
Ajk = ejek exp - 2 sh(/3(Pk - Pj )/2 + z). (5.28) 

Recalling (3.33), (3.34), and (3.23) we deduce 

- II . 2 _ II ( sh2(/3(ft1 - Pk)/2) ) 
IAI = j (le1I exp(-/3pj)) j<k sh2(/3(pj - pk)/2) +sin2(/3µg/2) 

Now we have IAI = IAI > 0 and sin(/3µg/2) > 0 (cf. (5.26)), so that 

Pi =!=Pk, 1 :;; j < k $ N. 

The upshot is, that L has positive and nondegenerate spectrum. The 
gauge ambiguity in the diagonalizing unitary is therefore given by the prod­
uct of a permutation matrix and a diagonal phase matrix. To render U 
unique, we get rid of this gauge freedom: We require 

L = diag( exp(/3p1), ... , exp(f3PN)), PN < · · · < P1, (5.29) 
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to fix the permutation matrix, and 

ei > 0, j = 1, ... , N, (5.30) 

to fix the phase matrix. (Recall e = U* e; also, recall we have already shown 
ej f=. 0, so (5.30) makes sense.) 

Since U is now uniquely determined, the vector e is uniquely determined 
too. Therefore, we can now introduce a vector x E JRN by parametrizing e.; 
as 

e.. =exp ((3pj + µxj) II (1 + sin2({3µg/2) ) 1/4 

1 2 l#J sh2 ((3(pj - p1)/2) 
(5.31) 

This ensures that the map <I> (5.20) satisfies 

e(x,p) = e(µ,/3,g;p,x) (5.32) 

where e((3,µ,g; x,p) is given by (3.36), (3.23); recalling (5.28), this entails 

A(x,P) = L(µ,(3,g;p,x)t (5.33) 

where L(j3,µ,g;x,p) is given by (3.35). 
The relation (5.33) amounts to the self-duality announced previously 

(cf. (5.24)). Indeed, it entails that the symmetric functions of A(x,p) equal 
the previous Hamiltonians sk, with f3 and µ interchanged and Pj and Xj 
playing the role of positions and momenta, respectively. 

To show that <I>(/3, µ, g; x,p) is actually a bijection onto fi (5.21), it suf­
fices to construct a map E(/3, µ, g; x,p): fi -+ n that satisfies 

E o <I> = id(O), <I> o E = id(O). 

In view of the self-duality relations (5.32), (5.33) this is quite straight­
forward: One need only run the construction backwards to obtain a map 
E with these two properties. Then it follows that E is the inverse of the 
bijection <I> and, in addition, one infers 

E (/3, µ, g; x, p) = I o <I>(µ, (3, g; p, x) 

where I is the flip map (5.21). (The transpose in (5.33) can be traded for 
a sign flip of g, and it is not hard to see that <I> is even in g.) 

A complete proof that the bijection <I> is in fact a canonical diffeomor­
phism involves more work. A crucial ingredient of the proof that can be 
found in Ref. 53 is the scattering theory associated to the 8 1 flow, which 
was already sketched in Section 3.1. We shall return to the wave and scat­
tering maps shortly, but it is convenient to obtain first a crucial finite-time 
result, which follows rather easily when one takes for granted that <I> is a 
symplectic map. 
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We begin by observing that due to its spectral properties L admits a 
logarithm. Specifically, we have 

ln L = U diag({Jf>1 , ... , /3'f>N )U*; 

cf. (5.29). For h E C 00 (JR) we can then define 

h(/3- 1 lnL) =. U diag(h(pi), ... ,h(PN ))U*. (5.34) 

We now study Hamiltonians of the form 

Hh = Tr h(/3- 1 lnL), h E C00 (JR). (5.35) 

These include the Hamiltonians 8±1 , Hand P from Section 3.1, since we 
have 

{
exp(±/3y) 8±1} 

h(y)= 13-2 ch/3y ==? H =Hh. 
/]- 1 sh (3y P 

(5.36) 

Similarly, all power traces of L are included (take h(y) = exp(k/3y)/k, 
k = 1, 2, ... ). 

Lett E JR. and Q =. (x,p) E 0, and define the matrix 

For t = 0 this matrix reads diag( exp(µxi), ... , exp(µxN )) , so it has mani­
festly positive and simple spectrum. We claim that it actually has positive 
and simple spectrum for all t E R Furthermore, we claim that the Hh 
flow is complete and that the configuration space projection of the integral 
curve exp(tHh)(Q) is given by 

Xj(t) = µ- 1 lnaj(t), j = 1, ... ,N,0 < aN(t) < · · · < a1(t), 

where a 1, ... , aN are the ordered eigenvalues of Ah· 
Exploiting the above map cl> and its canonicity property, the proof of 

these claims is quite short. Indeed, setting 

Q = <I>(Q) = (x,p), (5.37) 

we have 

N 

Hh(Q) = Tr U diag(h(p1), ... , h(PN ))U* = I>(Pj)· 
j=l 

Therefore, the ii h flow on D reads 

exp(tHh)(x,p) = (x1 +th1(p1), ... ,XN +th'(fJN),p) (5.38) 



326 S. N. M. Ruijsenaars 

so it is manifestly complete. Since <I> is canonical, it follows from (5.37) that 

(5.39) 

Hence the Hh flow is complete, too, as claimed. Finally, denoting similarity 
by"', we obtain 

Ah(t,Q) ,..._, A(Q) exp(tµh' (/3-1 lnL(Q))) 

= A(x,p) diag ( exp(tµh' (.P1)), ... , exp(tµh' (PN))) 

,..., A(x1 + th'(.P1), ... ,xN + th'(fJN),fl) 

= A(exp(tHh)(Q)) 

rv A(exp(tHh)(Q)) (5.40) 

where we used A = U* AU and (5.34) in the first and second steps, (5.28) 
and (5.31) in the third, (5.38) in the fourth, and (5.39) in the last step. 
The remaining claims are now evident from (5.40). 

The results just proved yield a quite explicit description of the position 
part of the integral curve, which is especially useful to study its long-time 
asymptotics. Indeed, (5.40) entails that we can express this asymptotics in 
terms of the spectral asymptotics for t -+ ±oo of the matrix 

A(x,p) diag(exp(td1), ... , exp(tdN)), dJ = µh' (f>j ). (5.41) 

Let us now assume that h" (y) > 0, so that h' (y) is strictly increasing. (This 
holds true for S1 and H, for instance; cf. (5.36).) Since A is a positive 
matrix, we should determine the spectral asymptotics of matrices of the 
form 

E(t) =Mew, M > 0, D = diag(d1, ... , dN ), dN < ···<di. 

For t -+ oo ( t -+ -oo), this can be expressed in terms of upper (lower) 
corner principal minors of M. Specifically, let us set 

+ ( ) + _ M(l, 2) + _ M(l, 2, 3) 
m1 = M 1 ' m2 = M(l) , m3 = M(l, 2) ' ... , 

__ M(N - l,N) 
m1 = M(N), m2 = M(N) , ... , 

so that mi= Mu, mt = (M11M22-M12M21)/M11 , etc .. Then it is proved 
in Appendix A of Ref. 53 that the (ordered) eigenvalues o: 1(t), ... , aN(t) 
of E ( t) satisfy 

exp(-tdj)O'.j (t) - mJ° = O(exp(:r=tR)), t-+ ±oo, 
N-j+l N-j+l 
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where 

R = min(d1 - d2 d d ) 
, ... , N-1- N· 

(Notice that these formulas are trivially true whe M . d. 1) 
T I h · h n is iagona . 

. 0 app Y,t ls tot e concrete matrix (5.41), we need the relevant principal 

mmo~s of A. But these are easily calculated explicitly by using (5.33) and 

recallmg (3.37). Proceeding in this way we find 

where 

.6.j(p)= (2=-2.:)8(pj-pk), 
k<j k>j 

(5.42) 

8(p) = ~In (1 + sin2((3µg/2)). 

µ sh2((3p/2) 
(5.43) 

Putting the pieces together, we obtain 

Xj . (t) = Xj =F ~6.1(P) + th'(p1) + O(exp(::i=tR)), t-+ ±oo 
N-J+l 

and using isospectrality of L(exp(tHh)(Q)) we deduce 

P1 (t) = P1 + O(exp(::i=tR)), t-+ ±oo. 
N-j+l 

(5.44) 

Now for the special case h(y) = exp((Jy) we have Hh = S1 , so (5.42)­

(5.44) render the asymptotics (3.22), (2.43) and (2.48) explicit: One has 

j = l, ... ,N, (5.45) 

j = l, ... ,N, 

so that the scattering map reads 

j = l, ... ,N. (5.46) 

In particular, 8(p) (5.43) is the shift incurred in the two-particle interaction 

(as compared to a billiard ball collision). However, the results just obtained 

are far more general: They entail that the wave and scattering maps are 

shared by a vast class of dynamics, containing in particular all power traces 

of L. Note that the map U+ 1 o<I>- 1 given by (5.45) differs from the identity 

solely by the shifts -.6.1(P)/2. 

Let us now indicate how the above can be specialized to the IInr, Ire!, 

and Inr systems. First, taking (3-+ 0, the matrix (L - lN )/ (3 converges to 
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the IInr Lax matrix (2.35), whereas the dual Lax matrix (5.33) converges 
to the (transpose of the) type Ire! Lax matrix, with /3 replaced by µ, and 
Pi and Xj playing the role of Xj and pj, respectively. Second, takingµ__, 0, 

the matrix L becomes the Ire! Lax matrix, whereas (A - lN )/ µ converges 
to the IInr Lax matrix, with µ, x, p--+ /3,p, x. Third, takingµ to 0 after the 
first limit, or /3 to 0 after the second, one obtains the Inr matrices L(x,p) 
and L(p,x)t in a way that will be clear by now. Thus the duality properties 
(5.24) follow. Note that the shifts (5.42) and (5.43) vanish for the Ire! and 
Inr cases, whereas the IInr case yields a pair shift 

1 ( µ2g2) 
8(p) = µIn 1 + -p2 . 

We continue by sketching how action-angle maps for the type III sys­
tems can be constructed, starting once more from the commutation relation 
(5.25). Of course, we should replaceµ by iµ so as to obtain the relativistic 
type III Lax matrix. As it happens, the construction of the maps involves 
a lot more work than the construction of the IIreI map <I> detailed above. 
Therefore, we only mention some key points, referring for the details to 
Ref. 40. 

First, the commutation relation can be once more exploited to derive 
crucial spectral information: Fixing (x,p) in the maximal type III phase 
space f! (2.24), the Lax matrix L(x,p) satisfies 

L(x,p) ~ diag(exp(/3'f>1), ... , exp(f3PN)), 

Pj - Pi+i ;::: µg, j = 1, ... , N - 1 (5.47) 

In words, its spectrum is not only positive and simple, but also has gaps. 
Points in Q for which one or more gaps are minimal correspond to partial 
equilibria. In particular, the set of points where all gaps are minimal is 
given by 

{ -1 Xj - Xj+1 = 2n/Nµ,j = 1, ... , N - 1,} 
E = (x,p) En . 

Pk = c, k = 1, ... , N 
(5.48) 

For initial values in E all of the commuting flows are of the form ( x( t), p( t)) 
= (x0 + c0 (t, ... , t),p0 ); thus, all particles move uniformly along the line 
and no internal motion occurs. (Physically speaking, the classical molecule 
is in its ground state.) 

A similar picture applies to the quotient phase spaces n' and D, since they 
may be coordinatized as subsets of n. Of course, the interpretation of the 
flows on (the quotients of) Eis now different: The N particles rotate around 
the ring, keeping a fixed angular distance 27!' / N to nearest neighbors. 

Deleting the points in the three phase spaces for which L has one or more 
minimal spectral gaps, one is left with restricted phase spaces that serve 
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as the definition domains of the respective action-angle maps nre t" b • r • ' • V\'I con mue 
y spec:a izmg to the 'minimal' phase space 0 and its restriction S"lr. Then 

the action-angle map is of the form 

where 

AN= {.PE RN I Pi - Pj+l > µg,j = 1, ... , N - l}. 

The simplest dual dynamics is obtained by transforming 

N 

D(x) = ~ Tr(A(x) + A(x)*) = L cos(µxj). 
j=l 

It reads 

N ( sh2(r.i /2) ) 1/2 
D(x,p) = I:cos(µxi) IT 1- 2 !:'µg ~ 

i=l k'li sh ({3(p3 - Pk)/2) 

(5.49) 

(5.50) 

(lllrel) (5.51) 

From a physical point of view, the dual dynamics D(p,x) describes N 
particles on a line, whose distances Xj - Xj+i are bounded below by µg, 
whereas their momenta Pi vary over the first Brillouin zone (-7r/µ,7r/µ]. 
(Of course, the 1-tori might also be coordinatized by the interval (-7r, 71"], 
but then undesirable scale factors would crop up in the dual quantities.) 

The flow generated by D and the higher-power trace flows are not com­
plete on n. This is obvious from the fact that the corresponding flows on 
n (which are complete, of course) do not leave flr invariant. However, it 
can be shown that the map <P admits an extension to a symplectic map <PU 
from (0, w) onto a symplectic manifold (fiU, wU) in which fi is densely em­
bedded, and on nu the flows are complete. We have dubbed this extension 
the harmonic oscillator transform, since it extends <P in much the same 
way as the identity map in the example (5.3)-(5.7) extends the map (5.4) 
(when one views <Pas supplying new coordinates for the dense submanifold 
(5.5)). Thus, in the canonical variables coordinatizing nu, the commuting 
flows have a trigonometric dependence on time (for the internal variables), 
and equilibria are no longer excluded. 

As already mentioned, the dual flows on nu have a solitonic long-time 
asymptotics, but now this holds true only on an open dense unequal velocity 
subset that depends on the flow one selects. For instance, it is clear from 
(5.50) that the flow 

exp(tD)(x,p) = (x,p1 + µtsinµx1, ... ,PN + µtsinµxN) 

does not yield IPj(t) - Pk(t)I -+ oo for j =/:- k unless sinµxj =/:- sinµxk, and 
when Xk = rr/µ-x · (mod 2rr/µ) this condition is violated. A related com­
plication is that, after deleting the equal velocity subvariety, one winds up 
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with several connected components on which the ordering of the velocities 
is not the same. 

The dynamics-dependent separatrices just described are reminiscent of 
the phenomenon mentioned in the last paragraph of Section 5.1. Indeed, 
the above setting yields a simple example for this phenomenon. The action­
angle phase space n for the commuting Hamiltonians on fi~ is not of the 
product form (2.15), (2.16); only after discarding a suitable codimension­
one subvariety it takes this form. For instance, when one deletes the variety 
{ x1 = 1T / µ }, one is left with a manifold that is the product of JR_N and the 
interior of the set FN (2.28). (Geometrically, n can be viewed as a nontrivial 
fiber bundle: The base manifold equals G/r x, where G is the configuration 
space (2.24) and r x the restriction of the map r (2.25) to G, the fiber equals 
RN, and the transition functions are cyclic permutations on the fiber.) 

For the IIIb system described at the end of Section 3.2, a harmonic 
oscillator transform on the extended phase space !R2 x IP'N - 1 has been con­
structed as well [40]. This transform is self-dual, in the same sense as the 
IIret transform. Especially in the IIIb context, a new interpretation of the 
(analog of the) flip map I (5.21) suggests itself. This reinterpretation is, 
however, also useful for the systems of type I-II already treated, and we 
proceed to describe it in that setting. 

First, recall that the action variables play the role of positions for the dual 
systems. If we now agree to interchange the order of the factors in (2.15) 
and its various concretizations encountered above, then we no longer have 
any need for the flip map. (Though notational problems do remain: How 
should one choose notation making clear that the limits of p(t) in (2.46) 
(for instance) are to be viewed as positions without creating confusion?) 
In particular, we are then free to identify n and fi for the type I and II 
systems. Now this is acceptable, but it should be realized that there is a 
price to pay. One has 

<P*w = -w, (5.52) 

the minus sign being caused by the flip. In words, <P becomes an antisym­
plectomorphism of (0, w). 

Next, we define the involutory antisymplectomorphism 

T(x,p) = (x, -p) 

(time reversal) and the symplectomorphism 

:F =:To <P. (5.53) 

Now it is far from easy to see, but true, that one has 

<Po C =To cl>, cI> o T =Co <P, (5.54) 
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where C is the involutory antisymplectomorphism 

C(x1, ... ,xN,Pi, ... ,pN) == (-xN -x1 PN p) 
' ••. ' ' ' ... ' 1 . 

(This follows by analytic continuation from results obtained in Ref 40· 

cf. especially Le. (2.118), (2.119).) · ' 

The point of the above is, that the symplectomorphism F on n trans­

forms the fi~ws ge:ier~ted by the Hamiltonians Hh (5.35) into new flows on 

n that are hnear m time. Specifically, using (5.38) one easily verifies 

(F o exp(tHh) o F-1 )(x,p) 

= (x,p1 - th1(-x1), ... 1PN - th'(-XN )). (5.55) 

The equations (5.52)-(5.55) hold true for each of the four type I and II 

systems, with (5.35) replaced by 

in the nonrelativistic case (where f3 = O). 

Specializing now to the lire! case, and taking f3 = µso as to avoid scalings, 

we have additional information: Self-duality translates into <P being an 

involution. From (5.53) and (5.54) we then deduce the relations 

F- 1 = 'PF = F'P =CFC = TFT, :F4 = id(O) (Ure!, f3 = µ), (5.56) 

where 'P (parity) is the involutory symplectomorphism 

These relations prepare us for the state of affairs on the quantum level, to 

which we now tum. 

6 Eigenfunction Transforms 

6.1 Preliminaries 

As we have seen in Sections 4.2 and 4.3, the Poisson commuting Hamilto­

nians of the type I-VI systems admit quantizations as commuting PDOs 

and A6.0s, respectively. This section is concerned with the eigenfunctions 

of these operators, especially inasmuch as these are relevant to the question 

whether the integrable PDOs and A6.0s are Hilbert integrable--a notion 

introduced in Section 4.1. Before elaborating on this notion, let us delineate 

the PDOs and A6.0s we intend to study. 

First of all, we shall restrict attention to the systems of type I-IV. For 

information on joint eigenfunctions for Toda-type PDOs we refer to [54]. 
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For the Toda-type A.6.0s (4.38) no eigenfunctions are known, and it may 
well be that these A.6.0s are not Hilbert integrable. (Note in this connection 
that they are not even formally symmetric. Nevertheless, it is conceivable 
that the enormous multiplier freedom for eigenfunctions of A.6.0s can be 
exploited to construct a unitary eigenfunction transform.) 

Secondly, for type I-III we discuss the N = 2 case in some detail, but 
we also present information on N > 2 transforms, particularly for type Iii. 
At the relativistic level our starting point is formed by the commuting 
A.6.0s (4.35). Omitting the .A-dependent factor c1 in (4.40) and expanding 
the resulting AD..O Ak(f3) according to (4.41), we obtain commuting PDOs 
A1,1 , •.. , AN,N that will be our starting point at the nonrelativistic level. 

Taking Ii = 1 from now on, the latter PDOs have the form 

j j<k 

Ak,k = I: Pi1 ... Pik +Pk, k > 2, 
i1 <··-<ik 

(6.2) 

where Pk has order < k - 1 in p. Also, V(x) is given by (2.18)-(2.20), 
respectively. Recall that the change g2 --+ g(g - 1) is a natural consequence 
of the nonrelativistic limit. (As will be seen, the eigenfunctions would have 
a quite awkward dependence on g without this change.) 

Thirdly, for type IV we consider again the AD..Os ( 4.35) at the relativistic 
level. Here, however, there is no obvious choice for the spectral parameter 
entering (4.40), and so we wind up with .A-dependent PDOs Ak,k, k = 1, 
... , N, when we take the nonrelativistic limit. In particular, A2,2 is given 
by (4.43). We shall in fact restrict attention to the N = 2 case. Indeed, 
eigenfunctions for N > 2 are known only for g = 0, 1; observe in this 
connection that the AD..Os are "free" for g = 1, too; cf. (4.37), (4.34) with 
g =!i. (There are also some preliminary results for N > 2 and g = 2, 3, 
... in the nonrelativistic case (55].) 

We now turn to some general remarks on the problem of proving Hilbert 
integrability for the commuting PDOs and A.6.0s. Let us notice first that 
this problem has a distinctly analytic fl.avor-as opposed to the questions 
associated with the weaker notion of integrability, which are of an alge­
braic character. This parallels the situation at the classical level, where the 
completeness assumption defining Liouville integrability belongs to global 
analysis-as opposed to the local, algebraic notion of involutivity. In the 
classical setting, however, the extra requirement is quite easily verified for 
the models of type I-VI (as we have seen in Sections 2 and 3). By contrast, 
Hilbert integrability can only be verified by actually constructing a unitary 
joint eigenfunction transform-the quantum analog of the (inverse of the) 
action-angle transform. 

A natural question is, therefore, whether there exists a more easily ver­
ified criterion from which the existence of such a diagonalizing transform 
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would follow. For instance, one might try and show first that the pertinent 

operators have a well-defined action on a common dense invariant domain 

in L 2 (G, dx). But even when such a domain would exist, and the operators 

would commute and would be essentially self-adjoint on it, it would not fol­

low that the corresponding time evolutions commute-which is necessary 

if a joint eigenfunction transform (as defined in Section 4.1) is to exist. (In 

case the operators are Hilbert integrable, a domain with all of the above 

properties does exist, viz., the subspace E(CQ°(A)). This readily follows 

from Nelson's analytic vector theorem; cf. Ref. 43, p. 202.) 

To get some feeling for what is involved here, we continue with some sim­

ple examples. First, we recall that the Fourier transform ( 4. 7) diagonalizes 

both constant coefficient PDOs and the A.6.0s (4.8); cf. (4.9), (4.10). Spe­

cializing to the type I and II systems, we can use this transform to obtain 
free transforms of the form (4.11)-(4.13), as follows. 

We begin by noting that wave functions belonging to the symmetric or 

antisymmetric subspaces L;(~N) and L~ (~N), respectively, are uniquely 

determined by their restrictions to the wedge G (2.23) (Weyl chamber). 

Obviously, E ( 4. 7) intertwines the permutation operators ( 4.17) and their 

counterparts on L2 (~N, dp), so it gives rise to unitary transforms 

Es, Ea: L2 (G, dp) _, L2 (G, dx). 

Explicitly, one obtains 

(Es</>)(x) = (2n)-Nf2 L 1 dp exp(ip · a(x))ef>(p), x E G, 
crESN G 

(Eaef>)(x) = (2n)-N/2 L (-f 1 dp exp(ip · a(x))<f>(p), x E G. 
crESN G 

In this way we get two examples for a unitary of the form (4.11)-(4.13): 

A equals G (2.23), µ equals Lebesgue measure, Mk(P) in (4.13) is given 

by ek(P) (4.10), M 1(p) in (4.11) is given by 2:,1 PJ/2, and Mk(P) in (4.11) 

depends, for k > 1, on the choice of commuting PDOs 12, ... , IN. The 

domains of the two distinct self-adjoint operators on L2 (G, dx) obtained via 

Es and Ea (both associated with the PDO Hnr = E/PJ/2) then consist of 

restrictions to G of symmetric and antisymmetric functions (respectively) 

in so-called Sobolev spaces. Similarly, the domains of the two self-adjoint 

operators associated via Es (Ea) with the A.6.0 Hrel = 2::1 ch(f3P1 )/ /32 

consist of restrictions to G of (anti)symmetric functions that admit analytic 

continuation to the polystrip (~ + i( -(3, (3)) N and that have some further 

L2-properties. . 
Due to the singularities of the potentials on the walls of G, the mter­

acting Hamiltonians do not have a well-defined action on either of the two 

pertinent domains, however. For the same reason, it is not at all .clear that 

a dense domain exists on which the interacting Hrel is symmetnc-as op­

posed to the interacting Hamiltonian Hnr (Schrodinger operator), which is 
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symmetric on the dense subspace C0 ( G) ( cf. the discussion at the end of 
Section 4.1). 

Returning to the above free transforms, let us identify £ 2 ( G, dp) and 
L2(G,dx) via the antilinear map f(p) 1-+ f(x). This is the quantum ver­
sion of the identification of n and n explained in the paragraph contain­
ing (5.52): It entails that £8 and &a become antiunitary operators from 
L2 ( G, dx) onto itself. Introducing time reversal 

(T'l/;)(x) = 'lf;(x), 'ljJ E L 2(G,dx), 

parity 

and the conjugation 

C:TP, 

it is then clear that one has 

:r:-1 = 'PF = F'P = C:FC = TFT, 

:F4 = 1, F := T£;1, T£; 1• 

This should be compared to (5.56). 

(6.3) 

We conjecture that for suitably restricted g ~ 0 there exists a unitary IIrel 

eigenfunction transform £9 given by (4.12), (4.13), with A = G, µ = dp, 
Mk = ek (4.10), and £0 = £8 , £1 = &a; with the above identification in 
effect, the unitary F = T£;-1 on L2 (G,dx) obeys (6.3), provided {3 = µ. 
To date, we have only shown this for N = 2 and 

(We have also obtained some fragmentary results on eigenfunctions for 
N > 2, but here the unitarity region is still unclear.) We shall present the 
pertinent N = 2 eigenfunctions in Section 6.3. We intend to return to the 
corresponding transforms elsewhere. 

6.2 Type III Eigenfunctions for Arbitrary N 

We proceed by discussing eigenfunction transforms for the type III systems. 
Recall from Section 2.2 that one can distinguish three phase spaces for these 
systems, the choice depending on the physical interpretation. Accordingly, 
there are three state spaces at the quantum level, namely, the £ 2-spaces 
over the sets G, F/v and FN; cf. (2.24)-(2.30). 

We shall focus attention on the latter choice, which corresponds to in­
distinguishable particles on a ring. (Once the transforms on L2 (FN) are 
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known, one can obtain transforms on L2(Ffv) and L2 (G) via suitable co­
ordinate changes.) To ease the notation we take µ :: 1 throughout this 
subsection. 

Consider first the free case. Then we can exploit the well-known Fourier 
series orthonormal base for L2 (1'N) ~ L2 ( (-7r, 7r]N, dx), viz., the functions 

K(x, n) = (2n)-N/2 exp( ix· n), x E (-7r, 7r]N, n E zN. (6.4) 

Specifically, the transform 

E: l2 (ZN) - L2 (1'N), <P(n) ~ L K(x, n)<P(n), 
nEZN 

is a unitary operator that intertwines the permutation operators on the 
two Hilbert spaces involved, so it gives rise to two unitaries Es and Ea map­
ping the symmetric and antisymmetric subspaces (respectively) of l2 (ZN) 
onto those of L2 (1'N). Now the symmetric and antisymmetric functions in 
L2 (1'N) are uniquely determined by their restrictions to FN; indeed, one 
has 

That is, FN can be viewed as a fundamental set for the action of SN on 
T;t. Likewise, 

Zf. = { n E zN I nN :$; · · · :$; ni} 

is a fundamental set for the SN-action on Z N. 

Specializing to the symmetric case first, we therefore obtain an orthonor­
mal base 

Mn(x):=rn L exp(in·o-(x)), xEFN,nEZf., 
aESN 

for L2(FN,dx), provided the normalization constant rn > 0 is suitably 
chosen. Equivalently, we obtain a unitary 

Es: l2(Zf.)-> L2 (FN, dx), <P(n) ~ L Mn(x)</J(n) 
nEZ~ 

which obviously diagonalizes the free AD.Os and PDOs. 
Similarly, the antisymmetrized base functions K(x, n) can be used. Spe­

cifically, we need here 

zf.,-1- = { n E zN I nN < ... < n1} 

and the functions 

An(x) = r L (-t exp( in. o-(x)), x E FN,n E zf..-1-, 
aESN 
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to obtain an orthonormal base for L2 (FN,dx) (for a suitable constant r > 
0). Hence we get a unitary 

Ca: l2 (Z~,,c)--+ L2 (FN,dx), <P(n) ~ L An(x)<J>(n) 
nEZt.;o< 

which also diagonalizes the free A.llOs and PDOs. 
With these elementary examples and the associated notation at our dis­

posal, we can now turn to a description of the g ~ 0 type III transforms 
c9 . The pertinent eigenfunctions were introduced (in somewhat different 
guises) in Refs. 14 and 15 for /3 = 0 and in Ref. 16 for /3 > O; cf. also Ref. 17. 
Not surprisingly, one has co= c8 for all N, but c1 is only equal to Ca for N 
odd. Of course, £1 is a free transform for N even, too, but in this case it is 
the antisymmetric reduction of the Fourier base for L2(1l'N) with antiperi­
odic boundary conditions, i.e., the functions (6.4) with n E (Z + l/2)N. 

To handle the general case, it is convenient to introduce the vector 

p(g) =: ~(N-1,N-3, .. .,-N + 1) 

and the set 

Ag = {p E JRN Ip - p(g) E Z~}. (6.5) 

Then the transforms are unitaries of the form 

£9 : l2 (A9 )--+ L2 (FN,dx), </>(p) ~ L E(x,p)</J(p). 
pE/\.• 

Here, the ,B-dependence is suppressed; in the relativistic case ,B > 0 the 
kernel E(x,p) is a joint eigenfunction of the AD.Os (4.35), satisfying 

S±kE(x,p) = L exp(±/3p1)E(x,p), k = 1,. .. , N, (6.6) 
IIl=k 

and taking ,B ~ 0 one then deduces that for the PDOs (6.1), (6.2) one has 

Ak,kE(x,p) = L Pi 1 • • • PikE(x,p). 
i1<···<ik 

(6.7) 

As a consequence, the type III AAOs and PDOs are Hilbert integrable: 
(4.11)-(4.13) hold true, withµ the counting measure having support on A9 • 

The eigenfunctions E(x,p) can be written 

E(x,p) = A(x) 112 Pp-p(g)(x), x E FN,P E A9 . (6.8) 

Using a tilde from now on to denote equality up to a positive constant, 
D.(x) is of the form 

N 

~(x) rv II w(Xj - Xk)· 
j,k=l 
j<k 

(6.9) 
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Furthermore, Pn(x), n E Ao, is a finite linear combination of the above 

poly~omials Mn(x). W~ continue by providing more details on the weight 

function w(x) and the lmear combination involved. 

For /3 > 0 the w-function is proportional to an infinite product, namely, 

w(x) rv ft (1 - exp[ix - lf3])(x----; -x) 
l=O (1 - exp[ix - (l + g),B])(x----> -x) 

while for /3 = 0 one has 

w(x) rv \sin ~129 

(6.10) 

(B=O) (6.11) 

Thew-function (6.10) is the trigonometric degeneration of the elliptic w­

function from Ref. [31], which was used in Section 4.3; cf. (4.44) (4.46). 

As such, the function 6.(x) (6.9) gives rise to A6.0s Sk of the form (4..16). 

(This is easily verified directly.) On account of (6.6) and (6.8), these A6.0s 

satisfy 

SkPn(x) = L exp(/3~)ni + p(g)i))Pn(x), n E Ao, 
lll=k iEI 

(6.12) 

i.e., they admit multivariable polynomials as joint eigenfunctions. Taking 

f3 __, 0, this holds true for the correspondingly transformed PDOs A~"'' too 

(recall (4.45), (4.47), and (4.48) in this connection). ' 

Let us now describe the structure of the polynomials P,,(x) in more 

detail. To this end we need a partial order on the set Ao = Z~: 

N k 

{=::=:? L(nj - mj) = 0, 

j=l 

L(nj-mj):SO,k=l, ... ,N-1. (6.13) 

j=l 

Thus, for a fixed m E Ao there are only finitely many n E Ao satisfying 

n::; m; in particular, for mj of the form (j, ... ,j) there is only one such n, 

namely n = m 1. The polynomials are now of the triangular form 

Pm(x) = L CmnMn(x), Cmm > 0 

n.:Sm 

with coefficients Cmn depending on (3 and g. 

(6.14) 

Before explaining how the coefficients Cmn are determined, we insert a 

remark on the (in)significance of fractional statistics for the eigenfunctions 

E(x,p) (6.8) at hand. Obviously, the polynomials Pm(x), x E FN, ~xtend 
to functions that are entire and symmetric in x i, . . . , x N, both m the 
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nonrelativistic ((3 = O) and the relativistic ((3 > 0) case. Now consider the 
factor (cf. (6.9), (6.11)) 

~(x) 112 "" II sin ~(xj - xk)9 , x E FN. 
j<k 

((3 = O) (6.15) 

We have omitted the bars in (6.11), since all of the sines occurring in (6.15) 
are positive on FN (2.28). Clearly, the function at the right-hand side (and 
hence E(x,p) as well) extends to a function that is entire and symmetric 
(antisymmetric) in X1, •.. , XN for g even (odd), whereas it has logarithmic 
branch points on the walls of the Weyl alcove FN for noninteger g. This is 
the so-called fractional statistics phenomenon: The particles are viewed as 
bosons (fermions) for g even (odd), and as anyons for noninteger g. 

We would like to point out that this state of affairs is an artefact of the 
nonrelativistic limit. For f3 > 0 and g > 0 one gets from (6.10) (by splitting 
off the l = 0 numerator factor at the right-hand side) 

A(x)1/ 2 "" II sin Hxj - Xk)wr(Xj - xk) 1l 2 , x E FN, 
j<k 

((3 > 0) 

where wr(x) extends to a meromorphic, even function that is positive on 
JR. (In fact, from (6.10) one reads off that wr(x) has no zeros and poles 
in the strip I Imxl < min(,B,g).) As a consequence, no trace of fractional 
statistics remains: For all g > 0 the particles are fermions. (Of course, for 
g = 0 the function E(x,p), x E FN, extends to a symmetric function; there 
are noncommuting operations involved here.) 

A similar change of anyons to fermions occurs for the {3 > 0 eigenfunc­
tions of type II-inasmuch as these are known. It is caused by the same 
phenomenon as for type III: fixing g ~ N, the (meromorphic) w-function 
has an infinite number of poles and zeros coalescing on the imaginary axis 
for (3 ! 0 [31]. 

We continue by explaining how the coefficients in (6.14) are determined_ 
To this end we introduce the renormalized polynomials 

Qm(x) = Pm(x) = Mm(x) - R,.,.(x), 
Cmm 

Rm(x) = L dmnMn(x), dmn = - Cmn, 
Cmm n<m 

the point being that Rm(x) equals the orthogonal projection of Mm(x) 
onto the subspace 

(6.16) 

in the Hilbert space L2 (FN,A(x)dx). This determines the coefficients d.m...-.. 
uniquely, and then Cmm is determined by requiring that Pm(x) be a unit 
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vector in the latt~r. Hilbert space. In particular, for g = O the function 6(x) 
reduces to a pos1t1ve constant (cf. (6.9)-(6.11)), and so Rm(x) vanishes. 
Hence one obtains £0 = £8 , as announced above. 

It is obvious from the previous paragraph that 6(x) uniquely determines 
the polynomials Qm(x), and that one has 

r dx 6(x)Qm(x)Qn(x) = 0, n < m. (6.17) 
JFN 

However, this much is true for a quite arbitrary weight function. Indeed, for 
N = 2 and 6(x) = f(x1 - x2) with f(x) any positive, continuous and even 
function on [-27r, 27r], the above characterization yields an orthonormal 
base. (It amounts to the well-known Gram-Schmidt procedure.) But for 
N > 2 the vectors Mn in the subspace 'Hm (6.16) are not totally ordered. 
(For example, taking 

m=(5,4,0), n 1 =(5,2,2), n2 =(4,4,l), 

one has n1 < m and n2 < m, yet neither n 1 < n2 nor n2 < n 1 holds true.) 
The above weight functions have the (very restrictive) property that (6.17) 
holds not only for n < m but for all pairs n =I= m. 

We proceed by sketching how the (transformed) A60s and PDOs can 
be used to prove this orthogonality property; in the process it will become 
clear why Qm is a joint eigenfunction. Let us denote a fixed operator among 
the A60s or PDOs by A. Each of the operators has two key properties. 
First, it satisfies 

AMm = EmMm + L <XmnMn• 
n<m 

(6.18) 

That is, it is triangular w.r.t. the partial order (6.13) on the free bo­
son eigenstates Mm. Second, it is symmetric on the dense subspace of 
L2 (FN, 6(x)dx) spanned by these functions; this amounts to 

(AMm,Mn) = (Mm,AMn), 'v'm,n E Ao, (6.19) 

where(-,·) denotes the scalar product in L2 (FN, 6(x)dx). 
These two features, combined with the above definition of the polyno­

mials Qm, entail that Qm is an eigenfunction of A with eigenvalue Em· 
Indeed, by virtue of triangularity of A and Qm one obtains 

AQm = EmQm + L amnQn = EmQm + Lm 
n<m 

so it suffices to show Lm = 0. Now (6.17) entails (Qm, Lm) = 0 and so one 

infers (using also symmetry of A) 

(I-'mi Lm) = (AQm, Lm) = (Qm, ALm) = L amn(Qm, AQn) 
n<m 

= L amn L anj(Qm, Qj) = 0 
n<m j5_n 
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since j :::.; n < m. Therefore, Lm vanishes. 
The upshot is that the eigenfunction property of the polynomials Qm 

has been reduced to the triangularity and symmetry relations (6.18) and 
(6.19). Taking these relations for granted-their proofs are not difficult, 
but would take us too far afield-it is not hard to see that the eigenvalues 
Em are in fact given by (6.12) in the AD..O case and, therefore, by (6.7) in 
the PDO case. Fixing a pair m f= n, we shall now show how this eigenvalue 
structure entails the announced orthogonality (Qm, Qn) = 0. 

Clearly, we need only prove that at least one of the AD..Os or PDOs Ak, 
k = 1, ... , N, yields eigenvalues E~) :f E~k) on Qm and Qn, respec­
tively. (Indeed, orthogonality then follows from symmetry in a well-known 
way.) Let us assume all eigenvalues are equal. Now the eigenvalues are 
the symmetric functions of a matrix of the form diag(>-1 , ... , ),N) with 
>w < · · · < A1. But then equality of all eigenvalues entails that the two 
vectors >-(m), .\(n) involved are equal, so that m = n, a contradiction. 

With orthogonality established, one need only normalize to obtain the 
orthonormal base {Pn(x)}nEAo of L2 (FN,Ll(x)dx) and the corresponding 
orthonormal base {E(x,p)}pEAg of L2(FN,dx). Note that the argument in 
the previous paragraph not only proves orthogonality, but also--using stan­
dard quantum-mechanical parlance-completeness of the set of observables 
{Ai, ... , AN}. Rephrased in functional analytic language, the von Neu­
mann algebra, generated by the bounded functions of the self-adjoint op­
erators on L 2 (FN,dx) associated with A1 , ... , AN via the unitary &g, is 
maximal Abelian. 

The crucial triangularity property (6.18) was first observed and exploited 
by Sutherland [14, 36], who used the PDO A = H~r = (Ai 1 ) 2 /2 - A~ 2 . 

For /3 > 0 the AD..Os Bk and the polynomials Qm were first introduced by 
Macdonald [16, 17]. To be more specific, he considers several root systems 
at once and accordingly works ,with the center-of-mass versions of the Bk 
and Qm; for the detailed relation we refer to Section 5.2 of Ref. 6. 

We conclude this subsection by pointing out some illuminating relations 
between the classical and quantum diagonalizing transforms. First, denot­
ing the closure of the range of variation AN (5.49) of the actions by A%, the 
set Ag (6.5) is a lattice-type subset of A%, whose boundary points (vectors 
p for which Pi - Pi+l = g for some j) are also boundary points of A% (par­
tial equilibria). Moreover, the eigenvalues of the quantum Hamiltonians 
on a joint eigenfunction E(x,p) are obtained by evaluating their classical 
counterparts in points of n whose action vector equals p E Ag c A%. 
(Semiclassical quantization is exact.) 

Second, in agreement with the correspondence just sketched, the quan­
tum ground state is obtained by choosing p = p(g); cf. (6.8). (This choice 
yields the minimal eigenvalue for the defining Hamiltonians, as is readily 
verified.) In fact, the triangular structure (6.14) entails 

Pm0 (x) =Co > 0, mo = (0, ... , 0), 
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so that the ground state reads explicitly 

E(x,p(g)) = eo.6.(x)1/2. 

Third, the joint eigenfunction property of P mo can be translated into a 
set of N functional equations. Indeed, recalling ( 4.46) and the definition of 
J_(x) 2 (cf. (4.34) and (2.65)), we see that (6.12) witi1 n = m0 amounts to 

"'""' IJ sin(xj - x 1 - i(Jg )/2 ( 1 . ) 
~ . sin(xj - x1)/2 = L exp 2;3g L(N + 1 -- 2J) · 

IC{l,. .. ,N} JEl IC{l, ... ,N} JEl 
IIJ=k up Jil=k 

These functional equations can also be proved directly; cf. Lemma A.5 in 
Ref. 40. In the classical context they are exploited to prove that the type III 
Lax matrix has minimal spectral gaps on the set E (5.48). Consequently. 
they encode both the classical and the quantum ground-state properties; 
the quantum ground-state (6.20) corresponds to the classical equilibrium 
subset E0 of E obtained by putting c = 0 at the right-hand side of 

6. 3 Type II and IV Eigenfunctions for N = 2 

From now on we specialize to the N = 2 case. It is convenient to separate 
off the center-of-mass motion by employing new coordinates 

P = P1 + P2, 

P1 - P2 
p= -2-. 

Then the dependence of the eigenfunctions on the center-of-mass coordi­
nates X, P and internal coordinates x, p can be factorized: 

(6.21) 

Indeed, in this way we obtain an eigenfunction of the Ati.Os S±2 and PDO 
A1 1 with eigenvalues exp(±(JP) and P, respectively, and it remains to 

co~sider the operators S±1 and A2,2 (6.1). 
Specializing first to the type II case, we restrict the choice of the spectral 

variables p1, p2 by insisting that for (3 > 0 the Ati.Os S±1 yield eigenvalues 

and that for (3 = 0 the PDO A2,2 yields eigenvalue 
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on E2 (6.21). Using the new parameter v = µ/2 (which minimizes the 
occurrence of numerical factors), it follows that the function E( x, p) at the 
right-hand side of (6.21) should satisfy 

( sh v(x - if3g) sh v(x -_if3 + if3g)) 112 E(x _ i/3, p) + (/3 -+ -/3) 
shvxshv(x-if3) 

= 2ch(f3p)E(x,p), 
2 

2 v 2 ( -8xE(x,p) + g(g - 1)-2 -E(x,p) = p E x,p), 
sh lJX 

for f3 > 0 and f3 = 0, respectively. 
We write the elliptic generalizations of the operators at the left-hand 

sides as 

H = (s(x-if3g))1;2Tx (s(x+i/39))1/2 +(a-+ _t:I) 
re] s(x) •!3 s(x) /J /J ' 

(6.22) 

~ ( 'r/) Hnr = - dx2 + g(g - 1) P(x) +:; . (6.23) 

Here, we have introduced the shift 

(T[ J)(x) = f(x - ~), ~EC (6.24) 

and we are discarding a >.-dependent constant in (4.43). In this case there is 
no obvious parametrization for eigenvalues, as will be seen below. Just as for 
the type III case considered in Section 6.2, it is in fact more convenient to 
work with the measure w(x)dx instead of Lebesgue measure dx, where w(x) 
is the w-function that already appeared in Section 4.3; cf. (4.44), (4.45). 
After the corresponding similarity transformation, one obtains from (6.22) 
and (6.23) the operators (recall (4.46)-(4.48)) 

Ht = s(x - if3g) Tx + (/3 -+ -/3) (6.25) 
rel s(x) if3 ' 

t _ d2 s'(x) d s"(x) ( 'rJ s'(x)2 ) 
Hnr - - dx2 - 29 s(x) dx - g s(x) + g(g - l) P(x) +;: - s(x)2 · 

For the hyperbolic specialization, 

Ht = shv(x-if3g)T:C +(!3-+ -(3) (6.26) 
rel sh vx •!3 , 

t d2 d 22 
Hnr = -- - 2gvcothvx- - g v , 

dx 2 dx 
the dual operators expected from the classical level read (recall (5.24)) 

~t sh f3(p - ivg) P 
Hrel = shf3p Tiv + (v-+ -v), (6.27) 

~t p - ivg P 
Hnr = Tiv + (v-+ -v). 

p 
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More specifically, writing 

E(x,p) = Cw(x) 112R(x,p)w(p) 112 

(where C > 0 is a normalization constant), one should have 

H;e1R(x,p) = 2ch(f3p)R(x,p), ii;e1R(x,p) = 2ch(vx)R(x,p), (6.28) 

H!rR(x,p) = p2 R(x,p), H!rR(x,p) = 2 ch(vx)R(x,p). (6.29) 

In our survey [5] we have already pointed out that this expectation is 
satisfied in the nonrelativistic case. Indeed, here one has 

R(x,p) = 2F1 (~ (g + i~), ~ (g -i~ ),g + ~;-sh2 vx} 

cf. Le. (3.35), and the dual equation follows from the contiguous relations 
for the Gauss hypergeometric function 2F1. In Le. (3.37)-(3.42), we have 
also presented solutions to (6.28) with all of the expected properties, taking, 
however, g E N. 

The general solution (which we have obtained in recent years) reduces 
to this special case for g E N, but it has a quite different appearance. As 
mentioned in the introduction to this chapter, its structure is actually such 
as to admit a straightforward generalization to a simultaneous eigenfunc­
tion for four Askey-Wilson-type hyperbolic A~Os, each of which depends 
on four coupling constants. We shall describe these A~Os and the general 
solution first, using notation that is convenient to bring out the symmetry 
properties, and then detail the pertinent specializations. We write the four 
couplings involved as 

C = (Co,Ci,C2,c3). 

It is convenient to introduce matrices 

I=(~ 
0 0 

~} J~ ~ (: 
1 1 

~!) 0 1 1 -1 
1 0 - 2 1 -1 1 -1 , 

0 0 1 -1 -1 1 

satisfying 

IJ=Jl, K=K*=K- 1 , K=l,J, 

and dual couplings given by 

c =Jc= (eo,c1,c2,c3). 

To define the four A~Os, we use the functions 

{; = +,-,a+,a- > 0, 
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and the shift (6.24). Now we introduce the AA.O 

A5(c; z) = Co(z)(Ti~_ 6 - 1) + C5(-z)(T.:ia_ 6 - 1) + 2c5(2ieo), 6 = +, -, 

where 

Co(z) = s5(z - ico) c6(z - ic1) s5(z - ic2 - ia-6/2) c0(z - ic3 - ia_0/2) 
s5(z) C6(z) s0(z - ia-6/2) c0(z - ia-o/2) 

The function R we are about to introduce is a joint eigenfunction of the 
AA.Os 

A+(c; v), A_(Ic; v), A+(c; v), A_ (Jc; v), (6.30) 

with eigenvalues 

2c+(2v), 2c_(2V), 2c+(2v), 2c_(2v), (6.31) 

respectively. (Note in this connection that the two AA.Os acting on v or 
on v commute; cf. also the paragraph containing (4.14).) It is given by an 
integral involving products of the function 

G a+ a · z) =exp i - - ---(.100 dy ( sin2yz z )) 
( ' -, - 0 y 2sh(a+y) sh(a_y) a+a_y 

where I Imzl < !(a+ +a_). This building block is studied in detail in 
Section 3.1 of Ref. 31. The G-function extends to a meromorphic function 
that satisfies three elementary first-order analytic difference equations. It 
may be viewed as a generalization of the gamma function, and the integral 
representation for the eigenfunction R may be viewed as a generalization 
of the Barnes representation for the hypergeometric function. 

The G-function is manifestly symmetric in a+, a_; we shall suppress 
these parameters. Taking from now on 

A A 0 1 v, v, Co, Co > , co + c1 < 2 a+ + a_, 

Co + c2 < a+ + ! a_ , Co + C3 < ! (a+ + a_) 

(this restriction is imposed to ease the exposition), we define 

where r is a contour along the real axis, indented downward near the origin 
so as to avoid a simple pole. The integrand is given by 

I= F(co; v, z)K(a+,a-, c; z)F(c0 ; v, z). 
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The function F is symmetric in a+, a_: 

F( . ) = (G(y+z+ic-i(a++a_)/2)) 
c,y,z _ (·y _, -y) 

G(y + ic - i(a+ + a_)/2) · · 

By contrast, the kernel function K is not symmetric: 

K(a+,a_,c;z)= . 1 G(i(co+ci)-ia_/2) 
G(z + i(a+ + a_)/2) G(z + i(c0 + c1) - ia_/2) 

G(i(co + c2) - ia+/2) G(i(c0 + c3)) 

G(z + i(co + c2) - ia+/2) G(z + i(c0 + c3 )) · 

However, it satisfies 

K(a+ 1 a_ 1 c;z) = K(a-,a+,Ic;z) 

which entails 

R(a+,a-,c;v,v) = R(a-,a+,Ic;v,v). 

It is also clear from the above that one has 

R(a+,a-,c;v,v) = R(a+ 1 a_ 1 c;v,v), 

R(a+, a_, c; v, v) = R(a_, a+, IC; v, v). 

(6.32) 

From these symmetry properties it is immediate that the A.6.0s (6.30) have 

eigenvalues ( 6.31) on Riff one of the Ai:l.Os yields the respective eigenvalue. 

Even a sketch of the proof of the eigenfunction property would carry us 

too far afield-among other things, it involves various properties of the G­

function [31]. To proceed, we detail one simple way to obtain the relativistic 

type II eigenfunction R(x,p): One can take 

R(x, p) = R(27r, /3v, (f3vg, /3vg, 0, O); vx, /3p ). 

Indeed, with this choice of variables the A.6.0s A+(c; v) and A+(c; v) turn 

into H;el (6.26) and iJ;el (6.27), respectively, and (6.28) and self-duality 

(symmetry under 11, /3, x,p-+ /3, v, p, x) follow by specialization from (6.30), 

(6.31), and (6.32), respectively. 
As our final topic, we turn to relativistic type IV eigenfunctions, taking 

g = M + 1 = 2, 3, 4, .... (6.33) 

Thew-function corresponding to this choice reads [31] 

M 

WM(x) = Cs2 (x) rr s(x + ij/3)s(x - ij/3), c > 0, 
j=l 
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and the corresponding At::.O H;el ( 6.25) will be written AM. Anticipating 
the outcome of an Ansatz to be detailed shortly, we find eigenfunctions 

(6.34) 

depending on a complex parameter >. that plays the role of p for the pre­
vious case. (It does not reduce top for the hyperbolic specialization, how­
ever.) For an infinite sequence of >.-values the function RM(x, >.) is 2w­
periodic or 2w-antiperiodic; taking f3(M + 1) E (0, -2iw') (for simplicity), 
this countable infinity of functions spans a subspace D in the Hilbert space 
'H =:: £ 2 ([O, 2w], w M (x )dx) on which the A.6.0 AM is symmetric; in particu­
lar, the eigenvalues of AM on the sequence of functions are real. (Probably, 
'D is dense in 'H; if so, AM is Hilbert integrable.) 

The function RM is of the form 

where FM(±x, >.) are linearly independent eigenfunctions with eigenvalue 
EM(>.). Since AM is parity-invariant, we need only discuss FM(x, >.). This 
eigenfunction is found via an Ansatz of the form 

( 
M )-1 M 

FM(x, >.) = IT s(x + if3k) II s(x - Zj) 

k=-M J=l (ix 1 ( s(zj - i/3))) 
xexp - n 

2(3 s(zj + i/3) (6.35) 

(This Ansatz was inspired by our previous results for the hyperbolic g E N 
case [5].) Requiring that (6.34) with R......, F hold true, one readily obtains 

M 

EM(>.)= CM(x) II (s(i/3 + Zj)s(i/3 - Zj))- 1/2 

j=l 

where 

CM(x) = iM s(x + i/3M) IT s(x - if3 - ZJ) s(i/3 _ z.) + (/3 ___, -/3). 
s(x) J=l s(x - zj) 1 

Therefore, we obtain an eigenfunction whenever CM(x) does not depend 
on x. 

We proceed by studying if and when the zeros z1 , ... , zM can be chosen 
such that this happens. We begin with the simplest case by far, namely, 
M = l. We take z1 incongruent to 0 (modulo the period lattice), so that 
the poles at x = 0 and x = z1 of the two surnmands of C1 (x) are simple. 
Now C1(x) is elliptic in x, and since the residues at x = O and x = z1 
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cancel, C1 (x) is constant. Thus we may put x = i/3 to obtain (taking ;\ 
equal to z1 from now on) 

is(2if3) ( l ) 112 

Ei(.X) = s(if3)2 P(.X) - P(i(:I) (6.36) 

Summarizing, Fi(x, .:\) (6.35) is an eigenfunction of A. 1 with eigenvalue 
E1 (.:\) (6.36). Letting the zero z1 = >. vary over the line segment between 
i/3 and w', the eigenvalue E1(.X) is positive and decreases monotonically 
from oo to a finite limit. · 

Next, we take M > l. Again, CM(x) is readily seen to be elliptic, but 
now CM ( x) is not constant in general. However, we can proceed as follows. 
First, choose z1, ... , ZM pairwise incongruent, and incongruent to 0. Then 
the two summands of CM(x) have only simple poles, and the residues at 
x = 0 cancel. Requiring now that the residue sum at the poles x = zk 
vanish, too, we obtain 

M M 

s(zk + if]M) IT s(zk - Zj - if3) IT s(zj - i(J) - ((3-. -(3) = 0, 
j=l 
j# 

j=l k = 1,. . ., M. (6.37) 

This constraint system of M equations for M unknowns Z = (zi, ... , ZM) 

admits the solution 

Zo = (i(3, 2i/3, ... , Mi/3) 

as is readily verified. An application of the implicit function theorem now 
shows that there exists a solution curve A f-t Z(.>-) near Z0 , with A equal to 
z1. Hence CM(x) is constant on the curve, and so we obtain eigenfunctions 
and eigenvalues depending on the curve parameter .A. 

We intend to elaborate on the above assertions in Ref. 28. We conclude 
our sketch of type IV results by detailing the relation to the Lame functions 
that solve the eigenfunction problem for the operator Hnr (6.23), with the 
restriction (6.33) in force. 

First, taking (3 to 0 in (6.35) yields 

ITM (xs'(zj)) FM(x,>.)--+ s(x)-2M-l. s(x - Zj)exp ~ . 
]=l J 

(6.38) 

Second, dividing the constraints (6.37) by f3 and letting f3--+ 0, we obtain 

Ms'(zk) - ~ s'(zk - Zj) - t s'(zj) = 0, k = 1,. . ., M. (6.39) 
s(zk) L.J s(zk - Zj) ._1 s(zj) 

J=l J-
jf.k 
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Third, recalling (2.50), we have 

s'(x) ryx 
s(x) = ((x) - -;;; 

where (is the Weierstrass (-function. Therefore, the limit functions (6.38) 
and constraints (6.39) amount to the Lame functions and associated con­
straints that are specified by Whittaker and Watson; cf. p. 572 and p. 574. 
respectively, of Ref. 12. Quite recently, Etingof and Kirillov have tied in the 
latter functions with the representation theory of affine Lie algebras [20]. 
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