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Quantum Kolmogorov Complexity Based on 
Classical Descriptions 

Paul M. B. Vitanyi 

Abstract-We develop a theory of the algorithmic information 
in bits contained in an individual pure quantum state. This extends 
classical Kolmogorov complexity to the quantum domain retaining 
classical descriptions. Quantum Kolmogorov complexity coincides 
with the classical Kolmogorov complexity on the classical domain. 
Quantum Kolmogorov complexity is upper-bounded and can beef­
fectively approximated from above under certain conditions. With 
high probability, a quantum object is incompressible. Upper and 
lower bounds of the quantum complexity of multiple copies of in­
dividual pure quantum states are derived and may shed some light 
on the no-cloning properties of quantum states. In the quantum 
situation complexity is not subadditive. We discuss some relations 
with "no-cloning" and "approximate cloning" properties. 

Index Tenns-Algorithmic information theory (quantum), 
classical descriptions of quantum states, information theory 
(quantum), Kolmogorov complexity (quantum), quantum cloning. 

l. INTRODUCTION 

Q UANTUM information theory. the quantum-mechanical 
analog of classical information theory [6], is experi­
encing a renaissance [2] due to the rising interest in the 

notion of quantum computation and the possibility of realizing 
a quantum computer [16]. While Kolmogorov complexity 
[ 12] is the accepted absolute measure of information content 
in an individual classical finite object, a similar absolute 
notion is needed for the information content of an individual 
pure quantum state. One motivation is to extend probabilistic 
quantum information theory to Kolmogorov's absolute indi­
vidual notion. Another reason is to try and duplicate the success 
of classical Kolmogorov complexity as a general proof method 
in applications ranging from combinatorics to the analysis of 
algorithms, and from pattern recognition to learning theory 
[13]. We propose a theory of quantum Kolmogorov complexity 
based on classical descriptions and derive the results given in 
the abstract. A preliminary partial version appeared as [19]. 

What are the problems and choices to be made developing a 
theory of quantum Kolmogorov complexity? Quantum theory 
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assumes that every complex vector of unit length represents a 
realizable pure quantum state [17]. There arises the question of 
how to design the equipment that prepares such a pure state. 
While there are continuously many pure states in a finite-di­
mensional complex vector space-corresponding to all vectors 
of unit length-we can finitely describe only a countable subset. 
Imposing effectiveness on such descriptions leads to construc­
tive procedures. The most general such procedures satisfying 
universally agreed-upon logical principles of effectiveness are 
quantum Turing machines, [3]. To define quantum Kolmogorov 
complexity by way of quantum Turing machines leaves essen­
tially two options: 

1) we want to describe every quantum superposition exactly; 
or 

2) we want to take into account the number of bits per qubits 
in the specification as well the accuracy of the quantum 
state produced. 

We have to deal with the following three problems. 

• There are continuously many quantum Turing machines. 

• There are continuously many pure quantum states. 

• There are continuously many qubit descriptions. 

There are uncountably many quantum Turing machines only if 
we allow arbitrary real rotations in the definition of machines. 
Then, a quantum Turing machine can only be universal in the 
sense that it can approximate the computation of an arbitrary 
machine, [3]. In descriptions using universal quantum Turing 
machines we would have to account for the closeness of ap­
proximation, the number of steps required to get this precision, 
and the like. In contrast, if we fix the rotation of all contem­
plated machines to a single primitive rotation () with cos() = ~ 
and sin() = t• then there are only countably many Turing ma­
chines and the universal machine simulates the others exactly 
[l]. Every quantum Turing machine computation, using arbi­
trary real rotations to obtain a target pure quantum state, can be 
approximated to every precision by machines with fixed rota­
tion() but in general cannot be simulated exactly-just as in the 
case of the simulation of arbitrary quantum Turing machines 
by a universal quantum Turing machine. Since exact simula­
tion is impossible by a fixed universal quantum Turing machine 
anyhow, but arbitrarily close approximations are possible by 
Turing machines using a fixed rotation such as(), we are moti­
vated to fix Qi, Q2, ... as a standard enumeration of quantum 
Turing machines using only rotation (). 

Our next question is whether we want programs (descrip­
tions) to be in classical bits or in qubits? The intuitive notion of 
computability requires the programs to be classical. Namely, to 
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prepare a quantum state requires a physical apparatus that "com­
putes" this quantum state from classical specifications. Since 
such specifications have effective descriptions, every quantum 
state that can be prepared can be described effectively in de­
scriptions consisting of classical bits. Descriptions consisting of 
arbitrary pure quantum states allows noncomputable (or hard to 
compute) information to be hidden in the bits of the amplitudes. 
In Definition 4, we call a pure quantum state directly computable 
if there is a (classical) program such that the universal quantum 
Turing machine computes that state from the program and then 
halts in an appropriate fashion. In a computational setting, we 
naturally require that directly computable pure quantum states 
can be prepared. By repeating the preparation we can obtain ar­
bitrarily many copies of the pure quantum state. 

If descriptions are not effective then we are not going to use 
them in our algorithms except possibly on inputs from an "un­
prepared" origin. Every quantum state used in a quantum com­
putation arises from some classical preparation or is possibly 
captured from some unknown origin. If the latter is the case, 
then we can consume it as conditional side information or an 
oracle. 

Restricting ourselves to an effective enumeration of quantum 
Turing machines and classical descriptions to describe by ap­
proximation continuously many pure quantum states is remi­
niscent of the construction of continuously many real numbers 
from Cauchy sequences of rational numbers, the rationals being 
effectively enumerable. 

Kolmogorov Complexity: We summarize some basic defini­
tions in Appendix I (see also [20]) in order to establish notations 
and recall the notion of shortest effective descriptions. More de­
tails can be found in the textbook [13). Shortest effective de­
scriptions are "effective" in the sense that they are programs: 
we can compute the described objects from them. Unfortunately 
[12), there is no algorithm that computes the shortest program 
and then halts, that is, there is no general method to compute the 
length of a shortest description (the Kolmogorov complexity) 
from the object being described. This obviously impedes actual 
use. Instead, one needs to consider computable approximations 
to shortest descriptions, for example, by restricting the allow­
able approximation time. Apart from computability and approx­
imability, there is another property of descriptions that is impor­
tant to us. A set of descriptions is prefixjree if no description is a 
proper prefix of another description. Such a set is called a prefix 
code. Since a code message consists of concatenated codewords, 
we have to parse it into its constituent codewords to retrieve 
the encoded source message. If the code is uniquely decodable, 
then every code message can be decoded in only one way. The 
importance of prefix codes stems from the fact that i) they are 
uniquely decodable from left to right without backing up, and ii) 
for every uniquely decodable code there is a prefix code with the 
same length codewords. Therefore, we can restrict ourselves to 
prefix codes. In our setting, we require the set of programs to be 
prefix-free and hence to be a prefix code for the objects being 
described. It is well known that with every prefix code there 
corresponds a probability distribution P( ·)such that the prefix 
code is a Shannon-Fano code1 that assigns prefix code length 

lin what follows, "log" denotes the binary logarithm. 

l,c = - log P( 2:) to 2:-irrespective of the regularities in :r. For 
example, with the uniform distribution P(:r:) = 2-n on the set 
of n-bit source words, the Shannon-Fane codeword length of 
an all-zero source word equals the codeword length of a trnly ir­
regular source word. The Shannon-Fano code gives an expected 
codeword length close to the entropy, and, by Shannon's Noise­
less Coding Theorem, it possesses the optimal expected code­
word length. But the Shannon-Pano code is not optimal for in­
dividual elements: it does not take advantage of the regularity in 
some elements to encode those shorter. In contrast, one can view 
the Kolmogorov complexity K(:r:) as the codeword length of the 
shortest program x* for :z:, the set of shortest programs consti­
tuting the Shannon-Fane code of the so-called "universal dis­
tribution" m(2:) = 2-K(:r). The code consisting of the shortest 
programs has the remarkable property that it achieves i) an ex­
pected code length that is about optimal since it is close to the 
entropy and, simultaneously, ii) every individual object is coded 
as short as is effectively possible, that is, squeezing out all reg­
ularity. In this sense, the set of shortest programs constitutes the 
optimal effective Shannon-Pano code, induced by the optimal 
effective distribution (the universal distribution). 

Quantum Computing: We summarize some basic definitions 
in Appendix II in order to establish notations and briefly review 
the notion of a quantum Turing machine computation. See also 
the survey [2] on quantum information theory. More details can 
be found in the textbook [16). Loosely speaking, as random­
ized computation is a generalization of deterministic computa­
tion, so is quantum computation a generalization of randomized 
computation. Realizing a mathematical random source to drive a 
random computation is, in its ideal form, presumably impossible 
(or impossible to certify) in practice. Thus, in applications an al­
gorithmic random number generator is used. Strictly speaking, 
this invalidates the analysis based on mathematical randomized 
computation. As John von Neumann [15), [22) put it: "Any one 
who considers arithmetical methods of producing random digits 
is, of course, in a state of sin. For, as has been pointed out several 
times, there is no such thing as a random number-there are only 
methods to produce random numbers, and a strict arithmetical 
procedure is of course not such a method." In practice, ran­
domized computations reasonably satisfy theoretical analysis. 
In the quantum computation setting, the practical problem is 
that the ideal coherent superposition cannot really be maintained 
during computation but deteriorates-it decoheres. In our anal­
ysis, we abstract from that problem and one hopes that in prac­
tice anti-decoherence techniques will suffice to approximate the 
idealized performance sufficiently. 

We view a quantum Turing machine as a generalization of 
the classic probabilistic (that is, randomized) Turing machine. 
The probabilistic Turing machine computation follows multiple 
computation paths in parallel, each path with a certain associ­
ated probability. The quantum Turing machine computation fol­
lows multiple computation paths in parallel, but now every path 
has an associated complex probability amplitude. If it is pos­
sible to reach the same state via different paths, then in the prob­
abilistic case the probability of observing that state is simply 
the sum of the path probabilities. In the quantum case, it is 
the squared norm of the summed path probability amplitudes. 
Since the probability amplitudes can be of opposite sign, the 
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observation probability can vanish; if the path probability am­
plitudes are of equal sign then the observation probability can 
get boosted since it is the square of the sum norm. While this 
generalizes the probabilistic aspect, and boosts the computation 
power through the phenomenon of interference between parallel 
computation paths, there are extra restrictions vis-a-vis proba­
bilistic computation in that the quantum evolution must be uni­
tary. 

Quantum Kolmogorov Complexity: We define the Kol­
mogorov complex.ity of a pure quantum state as the length of 
the shortest two-part code consisting of a classical program to 
compute an approx.imate pure quantum state and the negative 
log-fidelity of the approximation to the target quantum state. 
We show that the resulting quantum Kolmogorov complexity 
coincides with the classical self-delimiting complexity on the 
domain of classical objects; and that certain properties that we 
love and cherish in the classical Kolmogorov complexity are 
shared by the new quantum Kolmogorov complexity: quantum 
Kolmogorov complex.ity of an n-qubit object is upper-bounded 
by about 2n; it is not computable but can under certain condi­
tions be approximated from above by a computable process; 
and with high probability a quantum object is incompressible. 
We may call this quantum Kolmogorov complexity the bit 
complexity of a pure quantum state I</>) (using Dirac' s "kef' 
notation) and denote it by K (I q1i)). From now on, we will 

denote by ~ an inequality to within an additive constant, and 

by ± the situation when both ~ and ::'.: hold. For ex.ample, we 
will show that, for n-qubit states le/;), the complexity satisfies 

K (I <P) In) ~ 2n. For certain restricted pure quantum states, 
quantum Kolmogorov complexity satisfies the subadditive 
property 

K(f ef;, 'lj!)) ~ K(lcj>)) + K( f'l/1) I lc/J) ). 

But, in general, quantum Kolmogorov complexity is not subad­
ditive. Although "cloning" of nonorthogonal states is forbidden 
in the quantum setting [21], [7], m copies of the same quantum 
state have combined complex.ity that can be considerable lower 
than m times the complexity of a single copy. In fact, quantum 
Kolmogorov complexity appears to enable us to express and par­
tially quantify "nonclonability" and "approx.imate clonability" 
of individual pure quantum states. 

Related Work: In the classical situation there are several vari­
ants of Kolmogorov complexity that are very meaningful in 
their respective settings: plain Kolmogorov complexity, prefix_ 
complexity, monotone complexity, uniform complexity, nega­
tive logarithm of universal measure, and so on [ 13]. It is, there­
fore, not surprising that in the more complicated situation of 
quantum information several different choices of complexity 
can be meaningful and unavoidable in different settings. Fol­
lowing the preliminary version [ 19] of this work there have been 
alternative proposals. 

Qubit Descriptions: The most straightforward way to de­
fine a notion of quantum Kolmogorov complexity is to consider 
the shortest effective qubit description of a pure quantum state 
which is studied in [ 4]. (This qubit complexity can also be for­
mulated in terms of the conditional version of bit complexity 

as in [19].) An advantage of qubit complexity is that the upper 
bound on the complexity of a pure quantum state is immedi­
ately given by the number of qubits involved in the literal de­
scription of that pure quantum state. Let us denote the resulting 
qubit complexity of a pure quantum state l<P) by K Q( l<P)). 

While it is clear that (just as with the previous approach) the 
qubit complexity is not computable, it is unlikely that one can 
approximate the qubit complexity from above by a computable 
process in some meaningful sense. In particular, the dovetailing 
approach we used in our approach now does not seem applicable 
due to the noncountability of the potentential qubit program can­
didates. The quantitative incompressibility properties are much 
like the classical case (this is important for future applications). 
There are some interesting exceptions in case of objects con­
sisting of multiple copies related to the "no-cloning" property 
of quantum objects, [21], [7]. Qubit complexity does not satisfy 
the subadditive property, and a certain version of it (bounded fi­
delity) is bounded above by the von Neumann entropy. 

Density Matrices: In classical algorithmic information 
theory it turns out that the negative logarithm of the "largest" 
probability distribution effectively approximable from below­
the universal distribution-coincides with the self-delimiting 
Kolmogorov complexity. In [8], Gacs defines two notions of 
complexities based on the negative logarithm of the "largest" 
density matrix 1• effectively approximable from below. There 
arise two different complexities of I <,b) based on whether we 
take the logarithm inside as 

Kg(f(P)) = -((/ll log11,fc/;) 

or outside as 

KG(f<,b)) = - log(<pfp,f<,b). 

It turns out that Kg( l<P)) ~KG( f <p)). This approach serves to 
compare the two approaches above. It was shown that Kg( I <f;)) 
is within a factor of four of K (I (p)); that KG ( I <P)) essentially is 
a lower bound on KQ(f<P) ), and an oracle version of KG is es­
sentially an upper bound on qubit complexity K Q. Since qubit 

complexity is trivially ~n and it was shown that bit complexity 
is typically close to 2n, at first glance, this leaves the possibility 
that the two complexities are within a factor of two of each other. 
This turns out not to be the case since it was shown that the 
Kg complexity can for some arguments be much smaller than 
the KG complexity, so that the bit complexity is in these cases 
also much smaller than the qubit complex.ity. As [8] states: this 
is due to the permissive way the bit complexity deals with ap­
proximation. The von Neumann entropy of a computable den­
sity matrix. is within an additive constant (the complexity of the 
program computing the density matrix) of a notion of average 
complexity. The drawback of density-matrix-based complexity 
is that we seem to have lost the direct relation with a meaningful 
interpretation in terms of description length: a crucial aspect of 
classical Kolmogorov complexity in most applications [ 13]. 

Real Descriptions: A version of quantum Kolmogorov com­
plexity briefly considered in [ 19] uses computable real parame­
ters to describe the pure quantum state with complex probability 
amplitudes. This requires two reals per complex. probability am­
plitude, that is, for n qubits one requires 2n+ 1 real numbers in 
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the worst case. A real number is computable if there is a fixed 

program that outputs consecutive bits of the binary expansion 

of th~ number forever. Since every computable real number may 

require a separate program, a computable n-qubit pure state may 
. 2ri+l fi . 

reqmre tmte programs. Most n-qubit pure states have pa-

rameters that are noncomputable and increased precisio ·11 
. . . n WI 

require mcreas1~gly long programs. For example, if the param-

eters .are recursively enumerable (the positions of the 'T's in 

the bmary expansion is a recursively enumerable set), then a 

log k leng~h program per parameter, to achieve k-bit precision 

per recursively enumerable real, is sufficient and for some re­

cursively enumerable reals also necessary. In certain contexts 

where the approximation of the real parameters is a central con~ 
cern, such considerations may be useful. While this approach 

does not allow the development of a clean theory in the sense of 

the previous approaches, it can be directly developed in terms 

of algoiithmic thermodynamics-an extension of Kolmogorov 

complexity to randomness of infinite sequences (such as binary 

expansions of real numbers) in terms of coarse-graining and se­

quential Martin-Lof tests, analogous to the classical case in [9], 

[ 13]. But this is outside the scope of the present paper. 

II. QUANTUM TURING MACHINE MODEL 

We assume the notation and definitions in Appendixes I and 

II. Our model of computation is a quantum Turing machine 

equipped with an input tape that is one-way infinite with the 

classical input (the program) in binary left adjusted from the be­

ginning. We require that the input tape is read-only from left-to­

right without backing up. This automatically yields a property 

we require in the sequel. The set of halting programs is prefix­

free. Additionally, the machine contains a one-way infinite work 

tape containing qubits, a one-way infinite auxiliary tape con­

taining qubits, and a one-way infinite output tape containing 

qubits. Initially, the input tape contains a classical binary pro­

gram p, and all (qu)bits of the work tape, auxiliary tape, and 

output tape qubits are set to IO). In case the Turing machine has 

an auxiliary input (classical or quantum), then initially the left­

most qubits of the auxiliary tape contain this input. A quantum 

Turing machine Q with classical programv and auxiliary input y 

computes until it halts with output Q (p, y) on its output tape or 

it computes forever. Halting is a more complicated matter here 

than in the classical case since quantum Turing machines are re­

versible, which means that there must be an ongoing evolution 

with nonrepeating configurations. There are various ways to re­

solve this problem [3] and we do not discuss this matter further. 

We only consider quantum Turing machines that do not modify 

the output tape after halting. Another-related-problem is that 

after halting the quantum state on the output tape may be "en­

tangled" with the quantum state of the remainder of the ma­

chine, that is, the input tape, the finite control, the work tape, 

and the auxiliary tape. This has the effect that the output state 

viewed in isolation may not be a pure quantum state but a mix­

ture of pure quantum states. This problem does not arise if the 

output and the remainder of the machine form a tensor product 

so that the output is unentangled with the remainder. The results 

in this paper are invariant under these different assumptions, but 

considering output entangled with the remainder of the machine 

co~plicates fo~mulas and calculations. Correspondingly. we re­

st:ict our con~1deration to outputs that form a tensor product 

with the remamder of the machine, with the understanding that 

the same results hold with about the same proofs if we choose 

the other option--except in the case of Theorem 4 item ii). see 

the pertinent caveat there. Note that the Kolmogorov complexity 

based on entangled output tapes is at most (and conceivabl) less 

than) the Kolmogorov complexity based on unentangled output 
tapes. 

DeJ!-nition 1.: Define the output Q (JJ. y) of a quantum Turing 

machme Q with classical program p and auxiliary input ll as 

the pure quantum state )9'1) resulting from Q computing until it 

halts with output 141) on its output tape. Moreover. i does not 

change after halting. and it is unentangled with the remainder 

of Q 's configuration. We write Q(p. y) < x. If there is no 

such li/1) then Q(p. y) is undefined and we write Q\p, y) = 

oo. By definition, the input tape is read-only from left-to-riuht 

without backing up: therefore, the set of halting programs P~~ = 
{p: Q(p, y) < :x:} is prefix-free: no program in 'P,1 is a proper 

prefix of another program in Py. Put differently. th~ Turing ma­

chine scans all of a halting program p but never scans the bit 

following the last bit of v: it is self-delimiting. 

We fix the rotation of all contemplated machines to a single 

primitive rotation 8 with cos 8 = * and sin fl = ; . There 

are only countably many such Tuiing machines. Using a stan­

dard ordering, we fix Q1 . Ch, ... as a standard enumeration of 

quantum Turing machines using only rotation H. By [I]. there 

is a universal machine U in this enumeration that simulates the 

others exactly 

for all i. JJ. y. 

(Instead of the many-bit encoding 1; 0 for i we can use a shorter 

self-delimiting code like i' in Appendix I.) As noted in the In­

troduction, every quantum Turing machine computation using 

arbitrary real rotations can be approximated to arbitrary preci­

sion by machines with fixed rotation e but in general cannot be 

simulated exactly. 

Remark 1: There are two possible interpretations for the 

computation relation Q(p, y) = l:z:). In the narTow interpreta­

tion we require that Q with p on the input tape and y on the 

conditional tape halts with l:r) on the output tape. In the wide 

interpretation we can define pure quantum states by re4ui1ing 

that for every precision parameter k > 0 the computation of CJ 
with p on the input tape and y on the conditional tape. with k on 

a special new tape where the precision is to be supplied. halts 

with l:r') on the output tape and II (:rl.r:') 11 2 :'.'.: 1 - l /2'". Such 

a notion of "computable" or "recursive" pure quantum states 

is similar to Turing's notion of "computable numbers." In the 

remainder of this section we use the narrow interpretation. 

Remark 2: As remarked in [81, the notion of a quantum com­

puter is not essential to the theory here or in [4]. [8}. Since the 

computation time of the machine is not limited in the theory of 

desciiption complexity as developed here, a quantum computer 

can be simulated by a classical computer to every desired degree 
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of precision. We can rephrase everything in terms of the standard 
enumeration of 1}. T2 • ... of classical Turing machines. Let 

X-1 

l,1:) = 2...: n;le;}(N = 2") 
i=U 

be an n-qubit state. We can write T(p) = l:r) if T either outputs 

i) algebraic definitions of the coefficients of l:i:) (in case 
these are algebraic); or 

ii) a sequence of approximations ( ct0 , ,,, ... , ctN -l, k) for 
k = 1, 2, ... where ci:;, k is an algebraic approximation 
of rr; to within 2-k•. 

lII. CLASSICAL DESCRIPTIONS OF PURE QUANTUM STATES 

The complex quantity (J:lz) is the inner product of vectors 
(:i:I and lz). Since pure quantum states l:r), lz) have unit length 
ll(:rlz)ll = I cos BI, where f) is the angle between vectors Ix) 
and lz). The quantity ll(:rlz)ll 2 , the.fidelity between IJ:) and lz), 
is a measure of how "close" or "confusable" the vectors l:i:) 
and lz) are. It is the probability of outcome l:r:) being measured 
from state lz). Essentially, we project lz) on outcome l:r) using 
projection IJ:) (:r:I resulting in (:i:lz) l:r:). 

Definition 2: The (self-delimiting) complexity of l:i:) with re­
spect to quantum Turing machine Q with u as conditional input 
given for free is 

KQ(l:r)ly) = min{l(p) + f- log ll(zl:r)ll 2l Q(p, y) = lz)} 
]! 

(I) 

where l (J!) is the number of bits in the program p, auxiliary y is 
an input (possibly quantum) state, and l:i:) is the target state that 
one is trying to describe. 

Note that lz) is the quantum state produced by the computa­
tion Q(p, y), and, therefore, given Q and y, completely deter­
mined by p. Therefore, we obtain the minimum of the right-hand 
side of the equality by minimizing over p only. We call the lz) 
that minimizes the right-hand side the directly computed part of 
l:D) while 1- Iog If (zf:1:)fl 2l is the approximation part. 

Quantum Kolmogorov complexity is the sum of two terms: 
the first term is the integral length of a binary program, and the 
second term, the minlog probability term, corresponds to the 
length of the corresponding codeword in the Shannon-Pano 
code associated with that probability distribution, see, for ex­
ample, [6], and is thus also expressed in an integral number of 
bits. Let us consider this relation more closely. For a quantum 
state fz) the quantity P(:D) = If (,zl:r:)lf 2 is the probability 
that the state passes a test for l:r:), and vice versa. The term 
I- log ll(zl:i:)fl 2l can be viewed as the codeword length to 
redescribe l:i;), given fz) and an orthonormal basis with l:r) 
as one of the basis vectors, using the Shannon-Pano prefix 
code. This works as follows. Write N = 2n. For every state 
lz) in (2n )-dimensional Hilbert space with basis vectors 
B = {leo), ... , fcN-1)} we have 

N-l 

2...: ll(e.;1,::)11 2 =i. 
i=O 

If the basis has f:r) as one of the basis vectors, then we can 
consider lz) as a random variable that assumes value Ix) 
with probability ll(:i:fz)ll 2 • The Shannon-Pano codeword for 
l:r) in the probabilistic ensemble (B, (If (e;fz)fl 2 ).;) is based 
on the probability If (:i:fz)fl 2 of f:r:), given lz), and has length 
l-logff(:r:lz)ll 2l- Considering a canonical method of con­
structing an orthonormal basis B = I co), ... , I e N -1) from a 
given basis vector, we can choose B such that 

K(B) :i min{K(fe;)) }. 
I 

The Shannon-Pano code is appropriate for our purpose since 
it is optimal in that it achieves the least expected codeword 
length-the expectation taken over the probability of the source 
words-up to l bit by Shannon's Noiseless Coding Theorem. 
As in the classical case, the quantum Kolmogorov complexity 
is an integral number. 

The main property required to be able to develop a mean­
ingful theory is that our definition satisfies a so-called Invari­
ance Theorem (see also Appendix I). Below we use "U" to de­
note a special type of universal (quantum) Turing machine rather 
than a unitary matrix. 

Theorem 1 (Invariance): There is a universal machine U 
such that. for all machines Q, there is a constant GQ (the length 
of the description of the index of Q in the enumeration), such 
that for all quantum states f:i:) and all auxiliary inputs y we have 

Ku (Ji:) 111) :S K q ( f :r:) l:u) + r:q. 

Proof" Assume that the program p that minimizes the 
right-hand side of (l) is p0 and the computed fz) is fzo) 

Kq(f:i:)fy) = l(po) +I- log ll(zof:r)fl 2l · 

There is a universal quantum Turing machine U in the standard 
enumeration Q1, Q2 , ... such that for every quantum Turing 
machine Q in the enumeration there is a self-delimiting program 
iQ (the index of Q) and U(iqp, y) = Q(p, ?!) for all p, y: if 
Q(p, y) = lz) then U(iqp, y) = fz). In particular, this holds 
for p0 such that Q with auxiliary input y halts with output I z0 ). 

But U with auxiliary input y halts on input iqp0 also with output 
lzo). Consequently, the program q that minimizes the right-hand 
side of (1) with U substituted for Q, and computes U( q, y) = lu,) 
for some state I'll) possibly different from fz), satisfies 

Ku(f:r:)ly) = l(q) +I- log ll(uf:i:)fl 2l 
:Sl(iqpo) + l-loglf(z0 f:r:)ll 2l. 

Combining the two displayed inequalities, and setting cq = 
l ('iQ), proves the theorem. D 

The key point is not that the universal Turing machine viewed 
as a description method does necessarily give the shortest de­
scription in each case, but that no other effective description 
method can improve on it infinitely often by more than a fixed 
constant. For every pair U, U' of universal Turing machines as 
in the proof of Theorem 1, there is a fixed constant cu, u,, de­
pending only on U and U', such that for all l:i:), 71 we have 

fKu(f:r:)fy) - Ku1 (f:r)f11)i :S cu,u1 • 
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To see this, substitute U' for Q in Theorem I, and, conversely, 
substitute U' for U and U for Q in Theorem l, and combine the 
two resulting inequalities. While the complexities according to 
U and U' are not exactly equal, they are equal up to afixed con­
stant for all i:.r:) and y. Therefore, one or the other fixed choice 
of reference universal machine U yields resulting complexities 
that are in a fixed constant envelope from each other for all ar­
guments. 

Programmers are generally aware that programs for symbolic 
manipulation tend to be shorter when they are expressed in the 
LISP programming language than if they are expressed in For­
tran, while for numerical calculations the opposite is the case. 
Or is it? The Invariance Theorem in fact shows that to express 
an algorithm succinctly in a program, it does not matter which 
programming language we use-up to a fixed additive constant 
(representing the length of compiling programs from either lan­
guage into the other language) that depends only on the two pro­
gramming languages compared. For further discussion of effec­
tive optimality and invariance see [13]. 

Definition 3: We fix once and for all a reference universal 
quantum Turing machine U and define the quantum Kol­
mogorov complexity as 

K(i:r:) IY) = Ku(l:I:) IY) 
K(!:1:)) = Ku(!::c) If) 

where f denotes the absence of conditional information. 

The definition is continuous. If two quantum states are very 
close then their quantum Kolmogorov complexities are very 
close. Furthermore, since we can approximate every (pure 
quantum) state !:1:) to arbitrary closeness, [3], in particular, 
for every constant f > 0 we can compute a (pure quantum) 
state tz) such that li(zi:1:)11 2 > 1 - E. One can view this as the 
probability of obtaining the possibly noncomputable outco~e 
!:t) when executing projection l:J:)(:.r:i on lz)_ and measm:mg 
outcome i:i:). For this definition to be useful 1t should satisfy 
the following conditions. 

• The complexity of a pure state that can be directly com­
puted should be the length of the shortest progra~ that 
computes that state. (If the complexity is less, this may 
lead to discontinuities when we restrict quantum Kol­
mogorov complexity to the domain of classical objects.) 

• The quantum Kolmogorov complexity of a classi~al object 
should equal the classical Kolmogorov complexity of that 
object (up to a constant additive term). 

• The quantum Kolmogorov complexity_ o~ a quantum ob­
ject should have an upper bound. (This is necessary f~r 
the complexity to be approximable from abov~, even if 
the quantum object is available in as many copies as we 

require.) 
• Most objects should be "incompressible" in terms of 

quantum Kolmogorov complexity. 
In the classical case, the average self-delimiti_ng ~ol­
mogorov complexity of the discrete set of all n-b1t stnngs 
under some dist1ibution equals the Shannon entro~y up 
to an additive constant depending on the complexity of 

the distribution concerned. In our setting we would like 
to know the relation of the expected 11-quhit 4uantum 
Kolmogorov complexity, the expectation taken over a 
computable (semi-)measure over the continuously many 
n-qubit states, with von Neumann entropy. Perhaps 
the continuous set can be restricted to a representativt~ 
discrete set. We have no results along these lines. One 
problem may be that in the quantum situation there can 
be many different mixtures of pure quantum states that 
give rise to the same density matrix, and thus have the 
same von Neumann entropy. It is possible that the average 
Kolmogorov complexities of different mixtures with !he 
same density matrix (or density matrices with the same 
eigenvalues) are also different (and. therefore. not all 
of them can be equal to the single fixed von Neumann 
entropy which depends only on the eigenvalues). In 
contrast, in the approach of [8], using semicomputahle 
semi-density matrices, as discussed in the Introduction. 
equality of "'average min-log universal density'" to the 
von Neumann entropy (up to the Kolmogorov complexity 
of the semicomputable density itself) follows simply and 
similarly to the classical case. However, in this approach 
the interpretation of "min-log universal density"' in term~ 
of length of descriptions of one form or the other is quite 
problematic (in contrast with the classical case) and we 
thus lose the main motivation of quantum Kolmogorov 
complexity. 

A. Consistency With Classical Complexity 

Our proposal would not be useful if it were the case that 
for a directly computable object the complexity is less than the 
shortest program to compute that object. This would impl_y that 
the code corresponding to the probabilistic component m the 
description is possibly shorter than the difference in program 
lengths for programs for an approximation of the object and 
the object itself. This would penalize definite des_criptic~n com­
pared to probabilistic description and, in case of ~lass1cal ob­
jects, would make quantum Kolmogorov complexity less than 
classical Kolmogorov complexity. 

Theorem 2 (Consistency): Let[)' be the reference universal 
quantum Turing machine and let I :r) be a basis v:ctor in. a_ di­
rectly computable orthonormal basis B. given class1cal auxiliary 
input y: there is a program p such that U (p. Y) = . Then 

K(i:r)\y) = min{l(p): ['(p, .IJ) = l.r)} 
p 

up to tK(Biy). 
Proof" Let I z) be such that 

K(!:i:) IY) = rnin{l(q) +I- log li(zi.r)\1 21: r'(q. y) = !:::} }. 
q 

Denote the program q that minimizes the right-ha~d si_de by 
qmiu and the program p that minimizes the expression m the 
statement of the theorem by Prnin · 

A dovetailed computation is a method related to Cantor'~ cel-
ebrated diacronalization method: run all programs altematmgly 
· h 0 that every procrram eventually makes progress. On msuc away "' 
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a list of programs p1 . p2 . ... one divides the overall computa-
tion into stages I.; = 1. 2 ..... In stage k: of the overall compu-
tation. one executes the ith computation step of every program 

Pk-i+l for i = l. .... k. . 
By mnning U on all binary strings (candidate programs) si­

multaneously in a dovetailed fashion, one can enumerate all 
objects that are directly computable, given y, in order of their 
halting programs. Assume that U is also given a K (Bly) length 
program b to compute B-that is. enumerate the basis vectors 
in J3. This way, qmin computes lz), the program b computes B. 
Now since the vectors of J3 are mutually orthogonal 

L ll\zle)ll 2 = 1. 
!<)Eli 

Since l:r) is one of the basis vectors we have - log II \zj:r) 11 2 is 
the length of a prefix code (the Shannon-Pano code) to com­
pute J:i:) from lz) and B. Denoting this code by r, we have th~t 
the concatenation !Jmiulrr is a program to compute l:r): parse 1t 
into qmin· b, and r using the self-delimiting property of qmiu 

and b. Use !Jrnin to compute lz) and use b to compute B, de­
termine the probabilities ll\z\e)IJ 2 for all basis vectors \e) in B. 
Determine the Shannon-Pano codewords for all the basis vec­
tors from these probabilities. Since ·1· is the codeword for \:r) we 
can now decode I :r:). Therefore, 

l(!Jmin) + f- log \\\zl:i:)\1 21 t l(Prniu) - K(B\;i;), 

which was what we had to prove. 0 

Corollary J: On classical objects (that is, the natural num­
bers or finite binary strings that are all directly computable) the 
quantum Kolmogorov complexity coincides up to a fixed ad~i­
tional constant with the self-delimiting Kolmogorov complexity 

since K (BI n) t 0 for the standard classical basis J3 = { 0, 1} /1 • 

(We assume that the information about the dimensionality of the 
Hilbert space is given conditionally.) 

Remark 3: Fixed additional constants are no problem since 
the complexity also varies by fixed additional constants due to 
the choice of reference universal Turing machine. 

Remark 4: The original plain complexity defined by Kol­
mogorov [ 13] is based on Turing machines where the input is de­
limited by distinguished markers. A similar proof used to com­
pare quantum Kolmogorov complexity with the plain (not self­
delimiting) Kolmogorov complexity on classical objects shows 
that they coincide, but only up to a logarithmic additive term. 

B. Upper Bound on Complexity 

A priori, in the worst case J( ( l:r) In) is possibly ::xi. We show 
that the worst case has a 2n upper bound. 

Theorem 3 (Upper Bound): For all n-qubit quantum states 
+ Ix) we have K(J:r:)ln) < 2n. 

Proof Write N = 2". For every state l:i:) in (211 )-dimen­
sional Hilbert space with basis vectors ieo), .... I e N -1) we 
have 

N-1 

L 11\e;l:r)l\2 = 1. 
i=O 

Hence there is an i such that 11\e;j:r)l\2 :::'.: 1/N. Let P be a 

tK('ijn)-bit program to construct a basis state le;) given n. 
+ 

Then l(p) < n. Then 

+ 
K(l:r)ln)::; l(p) - log(l/N) < 2n. D 

Remark 5: This upper bound is sharp since Gacs [8] has re­

cently shown that there are states \:1:) with 

+ 
K(l:r)ln) > 2n - 2 logn. 

C. Computability 

In the classical case, Kolmogorov complexity is not com­
putable but can be approximated from above by a computable 
process. The noncloning property prevent~ us from perfectly 
copying an unknown pure quantum state given to. us [21], ~7]. 
Therefore, an approximation from above that reqmres checking 
every output state against the target state destroys the li;ttter. It 
is possible to prepare approximate copies from the ta~get state, 
but the more copies one prepares the less they approximate the 
target state [ 10], and this deterioration appears on the sur:~ce to 
prevent use in our application below. To sides.tep the :r~gihty of 
the pure quantum target state, we simply require that 1t 1s an out­
come, in as many copies as we require, in a measurement that 
we have available. Another caveat with respect to item ii) in the 
theorem below is that, since the approximation algorithm in the 
proof does not discriminate between entangled output states and 
unentangled output states, we approximate the quantum Kol­
mogorov complexity by a directly computed part that '.s pos­
sibly a mixture rather than a pure state. Thus, the approximated 
value may be that of quantum Kolmogorov complexity based 
on computations halting with entangled output states, which is 
conceivably less than that of unentangled outputs. This is the 
only result in this paper that depends on that distinction. 

Theorem 4 (Computability): Let l:r:) be the pure quantum 
state we want to describe. 

i) The quantum Kolmogorov complexity K( l:i:)) is not com­
putable. 

ii) If we can repeatedly execute the projection J:i:) (:rj and 
perform a measurement with outcome l:i:), then the 
quantum Kolmogorov complexity K(l:r:)) can be ap­
proximated from above by a computable process with 
arbitrarily small probability of eJTor n of giving a t.oo 
small value. 

Proof The uncomputability follows a fortiori from the 
classical case. The semicomputability follows because we have 
established an upper bound on the quantum Kolmogorov com­
plexity, and we can simply enumerate all halting classical pro­
grams up to that length by running their computations dove­
tailed fashion. The idea is as follows. Let the target state be 

l:r:) of n qubits. Then, K(l:r)\n)~2n. (The unconditional case 
K(l:r)) is similar with 2n replaced by 2(n+logn).) We want 
to identify a program .1:* such that J! = :r:* minimizes l(p) -
log 11\:r:IU(p, n))ll 2 among all candidate programs. To identify 
it in the limit, for some fixed k satisfying (3) below for given 
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n, a+ E, repeat the computation of every halting program p with 

l (p) < 2n at least k times and perform the assumed projection 
a~~ measurement. For every halting program p in the dove­
taihng proces~ we estimate the probability q = ll(:i:IU(p, n))ll2 
from the fraction m / k: the fraction of m positive outcomes out 
of k measurements. The probability that the estimate m / k is off 
from the real value q by more than an Eq is given by Chemoff's 
bound: for 0 :S E ::; 1 

P(lm - qkl > Eqk):::; 2e-•2 qk/3. (2) 

This means th~t the probability that the deviation lm/k - qi 
exceeds Eq vanishes exponentially with growing k. Every can­
didate program p satisfies (2) with its own q or 1 - q. There 
are 0(22n) candidate programs p and hence also 0(22n) out­
comes U(p, n) with halting computations. We use this esti­
mate to upper-bound the probability of error a. For given k, 
the probability that some halting candidate program p satisfies 
Im - qkl > Eqk is at most a with 

a::; 2= 2e-•2qk/3. 

U(p, n)<oo 

The probability that no halting program does so is at least 1-a. 
That is, with probability at least 1 - a we have 

m 
(1 - E)q S k S (1 + c)q 

for every halting program p. It is convenient to restrict attention 
to the case that all q' s are large. Without loss of generality, if 
q < ~ then consider 1 - q instead of q. Then 

+ ? ) log a <2n - (E~kloge /6. (3) 

The approximation algorithm is as follows. 

Step 0: Set the required degree of approximation e < 1/2 
and the number of trials k to achieve the required 
probability of error a. 

Step 1: Dovetail the running of all candidate programs until 
the next halting program is enumerated. Repeat the 
computation of the new halting program k times. 

Step 2: If there is more than one program p that achieves the 
current minimum, then choose the program with the 
least length (and hence the least number of success­
full observations). If p is the selected program with 
m successes out of k trials then set the current ap­

proximation of K(lx)) to 

Step 3: 

m 
l(p) -log-­

(1 + e)k 

This exceeds the proper value of the approximation 
based on the real q instead of m / k by at most 1 bit 

for all e < l. 
Goto Step 1. 0 

D. Incompressibility 

Definition 4: A pure quantum state Ix) is computable if 
K(l:r:)) < oo. Hence, all finite-dimensional pure quantum 
states are computable. We call a pure quantum state directly 

computable if there is a program p such that U (p) = Ix)· 

. 'V!e ha~e show~ that quantum Kolmogorov complexity co­
mc1des with classical Kolmogorov complexity on classical ob­
jects in Theorem 2. In the proof. we demonstrated in fact that 
t~e quantum Kolmogorov complexity is the length of the clas­
sical program that directly computes the classical objects. By 
the standard counting argument, Appendix I, the standard or­
thonormal basis-consisting of all 11-bit strings-of the ( 2" )-di­
mensional Hilbert space H,1 .. ; ( N = 2") has at least 2" ( I - 2-· ) 
basis vectors jei) that satisfy K{le;)jn) :'.::'. n - c. But what 
about nonclassical orthonormal bases? They may not satisfy the 
standard counting argument. Since there are continuously many 
pure quantum states and the range of quantum Kolmogorov 
complexity has only countably many values, there are integer 
values that are the Kolmogorov complexities of continuously 
many pure quantum states. 

In particular, since the quantum Kolmogorov complexity of 

an n-qubit state is ~2n, the set of directly computable pure 
n-qubit states has cardinality A :::; 22n+O( 1 J. They divide the 
set of unit vectors in 'f(v, the surface of the N -dimensional ball 
with unit radius in Hilbert space, into A-many (N - 1 )-dimen­
sional connected surfaces, called patches, each consisting of one 
directly computable pure n-qubit state l:r) together with those 
pure n-qubit states IY) of which l:r) is the directly computed 
part (Definition 2). In every patch, all ly) with the same llVl.11)11 
have both the same complexity and the same directly computed 
part, and for every fixed patch and every fixed value of approxi­
mation part occurring in the patch, there are continuously many 
IY) with identical directly computed parts and approximation 
parts. A priori it is possible that this is the case for two distinct 
basis vectors in a nonclassical orthonormal bases, which implies 
that the standard counting argument cannot be used to show the 
incompressibility of basis vectors of nonclassical orthonormal 
bases. · 

Lemma 1: There is a particular (possibly nonclassical) 
orthonormal basis of the (2" )-dimensional Hilbert space 
1-{N, such that at least 2"(1 - 2-") basis vectors je;) satisfy 

K(le;)ln) ~ n - c. 
Proof· Every orthonormal basis of 'Hs has 2" basis vec­

tors and there are at most 

11-c-l 

m ~ z= 2; = 2"-L' - 1 
i=O 

programs of length less than n - c. Hence, there are at most 
rn programs of length < n - c available to approximate the 
basis vectors. We construct an orthonom1al basis satisfying 
the lemma. The set of directly computed pure quantum states 
lx0), .••• lxm-I) span an m'-dimensional subspace A with 
rn' :::; rn in the (2" )-dimensional Hilbert space H.v such that 
'HN = AEBA.l.. Here A.l. is a (2" -m')-dimensional subspace 
of 1-{N such that every vector in it is perpendicular to every 
vector in A. We can write every element l:r) E H.v as 

rn'-1 2n-1n1 -l 

L ada;) + L #;lb;) 
i=O 

where the la;)'s form an orthonormal basis of A and the Jb;)'s 
form an orthonormal basis of A J. so that the I a;)' s and I b; ) 's 
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form an mthonormal basis]( for 'Hs. For every state l:rj) E A, 
directly computed by a program :i:j. given n, and basis vector 

lb,) E A1- we have ll(:rilb;)ll 2 = 0. Therefore, the assumption 

that l:rj) is the directly computed part of lb;) implies 

K(lb;)jn); l(:rj) - log 11(.r;lb;)ll 2 

= .x:c(O::::; .i < m. ll ::::; i < 211 - rn'). 

which is impossible. Hence, the directly computed part is in A1-
and has length > n - c. This proves the lemma. D 

Theorem 5 (Incompressibility): The uniform probability 

Pr{l:r:): 1(1.i:)) = n. K(l.i:)ln) .:'.". n - c} .:'.". 1-1/2". 

Proof The theorem follows immediately from a general­
ization of Lemma 1 to arbitrary orthonormal bases as follows. 

Claim I: Every orthonormal basis leci) ..... IP2" -1) of the 
( 2" )-dimensional Hilbert space 'HN has at least 2n ( 1 - r'") 
basis vectors le;) that satisfy K(le;)ln) .:'.". n - c. 

Proof Use the notation of the proof of Lemma 1. Let A 

be a set initially containing the programs of length less than 
n - c, and let B be a set initially containing the set of basis 

vectors lei) with K(le;)ln) < n - c. Assume to the contrary 
that IBI .:'.". 2n-c. Then at least two basis vectors, say lea) and 

le 1}, and some pure quantum state I:!:) directly computed from 
a< (n - c)-length program satisfy 

with l:z:) being the directly computed part of both le;), i = 0, 1. 

This means that K(l:r:)ln) < n - c - 1 since not both lea) and 

lei/ can be equal to l:i:). Hence, for every directly computed 
pure quantum state of complexity n - c - 1 there is at most 

one basis state, say le/, of the same complexity (in fact, only 
if that basis state is identical with the directly computed state). 

Now eliminate every directly computed pure quantum state l:i:) 
of complexity n - c-1 from the set A, and the basis state le) as 
above (if it exists) from B. We are now left with IB! .:'.". 2n-r·- 1 

basis states of which the directly computed parts are included in 
A with IA! ~ 2n-c- 1 -1 with every element in A of complexity 

~ n - c - 2. Repeating the same argument, we end up with 

I BI .:'.". 1 basis vectors of which the directly computed parts are 
elements of the empty set A, which is impossible. D D 

Remark 6: Theorem 3 states an upper bound of 2n on 

K(l:i:)ln). ·This leaves a relatively large gap with the lower 
bound of n established here. But, as stated earlier, Gacs [8] has 

shown that there are states l:c) with K(i:i:)ln) 3: 2n - 2logn; 
in fact, most states satisfy this. The proof appears to support 
about the same incompressibility results as in this section, with 

n replaced by 2n - 2 log n. The proof follows [5]. analyzing 
coverings of the ( 2n )-dimensional ball of unit radius. 

E. Multiple Copies 

For classical complexity we have K(J:. :z:) ~ K(:r), since a 
classical program to compute :c can be used twice; indeed, it 

can be used many times. In the quantum world things are not so 
easy: the no-cloning property mentioned earlier, see [21], [7], or 

the textbooks [17] and [16], prevent cloning an unknown pure 

state l:r) perfectly to obtain lx)j:!:): that is, 

K(lx)) ~ K(l:r:) l:r:)) ~ 2K(lx) ). 

There is a considerable literature on the possibility of approx­

imate cloning to obtain rn imperfect copies from an unknown 

pure state, see for example [10]. Generally speaking, the more 

qubits are involved in the original copy and the more clones 

one wants to obtain, the more the fidelity of the obtained 

clones deteriorates with respect to the original copy. This 

stands to reason since high-fidelity cloning would enable 

both superluminal signal transmission [ 1 l] and extraction of 

essentially unbounded information concerning the probability 

amplitude from the original qubits. The approximate cloning 

possibility suggests that in our setting the approximation 

penalty induced by the second-fidelity-term of Definition 2 

may be lenient insofar that the complexity of multiple copies 

increases sublinearly with the number of copies, Even apart 

from this, the m-fold tensor product l:r/®m of l:r) with itself 
lives in a small-dimensional symmetric subspace with the 

result that K( ) can be considerably below mK(l:i:) ). 
This effect was first noticed in the context of qubit complexity 

[ 4], and it similarly holds for the Kg and KG complexities in 

[8]. Define 

x+(l:r:)"°"') 

= rnax{K(l:r:)@m): l:r:) is a pure n-qubit quantum state} 

and write N = 2n. The following theorem states that the ·m,-fold 

copy of every n-qubit pure quantum state has complexity 
at most about 4 log cm+,~ -l)' and there is a pure quantum 

state for which the complexity of the m-fold copy achieves 

log ("'+,~;- 1 ) . 

Theorem 6 (Multiples): Assume the above terminology. 

log (rn+N -1) ::::; K+( 
rn 

+ [ (rn+N-1)] < 4 K(rn) +log rn 

+ 2 log [ K ( rn) +log (m +.,~ - 1)] . 

Proof Recall the ]( g and KG complexities of pure 

quantum states [8] mentioned in the Introduction. Denote 
by J(g+(J.r)'';m) and KG+(lx)@"') the maximal values of 

Kg(l:r:)C/mi) and KG(l:i:)®m) over all n qubit states l:i:), 
respectively. All of the following was shown in [8] (the notation 

as above and l:IJ) an arbitrary state, for example l:rY~"') 

KG+(l:i:/~'m) ~ K(m) +log (rn + N - 1) 
rn 

Kg+(l:i:/Nm) .:'.".log (m, + N - 1) 
'In 

Kg( IY)) ::::: KG( Iv)) 
+ + 

Kg( Iv))< K(ly)) < 4Kg(lv)) + 2 log Kg( Iv)). 

Combining these inequalities gives the theorem. D 
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The theorem gives a measure of how "clonable" individual 
n-qubit pure quantum states are-rather than indicating the av­
erage success of a fixed cloning algorithm for all n-qubit pure 
quantum states, as in the approximate and probabilistic cloning 
algorithms referred to above. In particular, it gives an upper 
bound on the nonclonability of every individual pure quantum 
state, and, moreover, it tells us that there exist individual pure 
quantum states that are quite nonclonable. One can view this as 
an application of quantum Kolmogorov complexity. The differ­
ence K+(lx)0m) - K+(lx)) expresses the amount of extra in­
formation required form copies of Ix) over that of one copy-in 
our particular meaning of (1). 

F. Conditional Complexity and Cloning 

In Definition 2, the conditional complexity K(lx)ly) is the 
minimum sum of the length of a classical program to compute 
lz) plus the negative logarithm of the probability of outcome Ix) 
when executing projection lx)(xl on lz) and measuring, given y 
as input on an auxiliary input tape. In case y is a classical object, 
a finite binary string, there is no problem with this definition. 
The situation is more complicated if instead of a classical "y" 
we consider the pure quantum state IY) as input on an auxiliary 
"quantum" input tape. In the quantum situation, the notion of 
inputs consisting of pure quantum states is subject to very spe­
cial rules. 

First, if we are given an unknown pure quantum state IY) as 
input it can be used only once, that is, it is irrevocably con­
sumed and lost in the computation. It cannot be perfectly copied 
or cloned without destroying the original as discussed above. 
This means that there is a profound difference between repre­
senting a directly computable pure quantum state on the auxil­
iary tape as a classical program or giving it literally. Given as 
a classical program, we can prepare and use arbitrarily many 
copies of it. Given as an (unknown) pure quantum state in su­
perposition, it can be used as perfect input to a computation 
only once. Thus, the manner in which the conditional infor­
mation is provided may make a big difference. A classical pro­
gram for computing a directly computable quantum state carries 
more information than the directly computable quantum state 
itself-much like a shortest program for a classical object car­
ries more information than the object itself. In the latter case, 
it consists of partial information about the halting problem. In 
the quantum case of a directly computable pure state we have 
the additional information that the state is directly computable 
and in case of a shortest classical program additional informa­
tion about the halting problem. Thus, for classical objects x we 
have K(xmlx) ~ K(m) in contrast to the following. 

Theorem 7 (Cloning): For every pure quantum state Ix) and 
every m, we have 

(5) 

Moreover, for every n there exists an n-qubit pure quantum state 
Ix), such that for every m, we have 

K(lx)®ml Ix)) j: ~K(lx)®m- 1 ). (6) 

Proof' Equation (5) is obvious. Equation (6) follows from 
Theorem6. D 

This holds even if Ix) is directly computable but is given in 
the conditional in the form of an unknown pure quantum state. 
The lemma quantifies the "no-cloning" property of an individual 
pure quantum state l.T). Given Ix) and the task to obtain m 
copies of Ix), we require at least ~ th of the information to ob­
tain m - 1 copies of lx)--everything in the sense of quantum 
Kolmogorov complexity (1). However, if Ix) is directly com­
putable and the conditional is a classical program to compute 
this directly computable state, then that program can be used 
over and over again, just like in the case of classical objects. 

Lemma 2: For every directly computable pure quantum state 
Ix) computed by a classical program p, and every m 

K(lx)®mlp, m) ±o. (7) 

G. Subadditivity 

Let N = 2" and M = 2m. Recall the following notation. If 
Ix) is a pure quantum state in (2" )-dimensional Hilbert space of 
l(lx)) = n qubits, and IY) is a pure quantum state in (2m)-di­
mensional Hilbert space of l(ly)) = m qubits, then 

Ix)® IY) = lx)IY) =Ix, y) 
is a pure quantum state in the NM -dimensional Hilbert space 
consisting of the tensor product of the two initial spaces con­
sisting of l(lx, y)) = n + m qubits. 

In the classical Kolmogorov complexity case we have 
+ + K(x) < K(x, y) < K(xly) + K(y) 

for every pair of individual finite binary strings x and y 
(the analog of the similar familiar relation that holds among 
entropies-a stochastic notion-in Shannon's information 
theory). The second inequality is the subadditivity property of 
classical Kolmogorov complexity. Obviously, in the quantum 

setting also K( Ix, y)) j: K(lx)) for every pair of individual 
pure quantum states Ix), ly). Below, we shall show that the 
subadditive property does not hold for quantum Kolmogorov 
complexity. But in the restricted case of directly computable 
pure quantum states in simple orthonormal bases quantum 
Kolmogorov complexity is subadditive, just like classical 
Kolmogorov complexity. 

Lemma 3: For directly computable Ix), IY) both of which 
belong to (possibly different) orthonormal bases of Kolmogorov 
complexity 0(1) we have 

K(lx), IY)) ~ K(lx)i IY)) + K(ly)) 

up to an additive constant term. 
Proof By Theorem 2, there is a program Py to compute 

jy) with l(p) = K(jy)) and, by a similar argument as was used 
in the proof of Theorem 2, a program Py-+x to compute Ix) from 
IY) withl(py_,x) = K(jx)l IY)) up to additive constants. Usepy 
to construct two copies of IY) and Py-x to construct Ix) from 
one of the copies of ly). The separation between these concate­
nated binary programs is taken care of by the self-delimiting 
property of the subprograms. An additional constant term takes 
care of the couple of 0(1)-bit programs that are required. D 

In the classical case, we have equality in the lemma (up to 
an additive logarithmic term). The proof of the remaining in­
equality, as given in the classical case, see [13], does not hold 
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for the quantum case. It would require a decision procedure that 
establishes equality between two pure quantum states without 
error. It is unknown to the author whether some approximate 
decision rule would give some result along the required lines. 
We additionally note the following. 

Lemma 4: For all directly computable pure states l:r) and IY) 
we have K ( J.r), IY)) :::; K( lu)) - log II (:i:Jy) 11 2 up to an additive 
logarithmic term. 

Proof K( l:r:) I IY)) S - log IJ(:rJy)JJ 2 by the proofofThe-
orem 2. Then, the lemma follows by Lemma 3. D 

In contrast, quantum Kolmogorov complexity of arbitrary in­
dividual pure quantum states dramatically fails to be subaddi­
tive. 

Theorem 8 ( Non-Subadditivity): There are pure quantum 
states J:i:), Ju) of every length n such that 

K(l:r. u)) > K(J:i:)) > K(JJ:)J Ju))+ K(Jy)). 
Proof Only the second inequality is nonobvious. Let 

1 
Ju) = J2 (JOO· · · 0) + J:r:)) 

and let :r be a maximally complex classical n-bit state. Then, 
-kJg JJ(yJ;1:)11 2 = 1. Hence the 0(1)-bit program approxi­
mating J:r) by observing input 111), and outputting the resulting 

outcome, demonstrates K(l:1:)l IY)):to. Furthermore, 111) is 
approximated by JOO···O) with -logJl(OO···Ol11)IJ 2 = 1. 
Thus, 

K(ly)) ~ logn + 2loglogn 

(the log-term is due to the specification of the length of 
JOO··· 0), and the log log term is due to the requirement of self-

delimiting coding). The lemma follows since K(J:r)) t n. D 

Note that the witness states in the proof have 

K(IJ) 1111)) + K(ly/) ~ log n + 2 log log n. 

If we add the length n in the qubit state in the conditional, then 

the upper bound reduces to t 0, while the left-hand side in the 

lemma stays t n. In the light of Theorem 2 (with n substituted 
in the conditional), this result indicates that state 111/ in the proof, 
although obviously directly computable, is not directly com­
putable as an element from an orthonormal basis of low com­
plexity. Every orthonormal basis B, of which 111) is a basis ele­
ment, has complexity 

K(BJn)tn - K(J11)Jn)tn. 

The "no-cloning" or "approximate cloning" theorems in [21 ], 
[7], [10], [11], [16], [17] essentially show the following. Per­
fect cloning is only possible if we measure according to an 
orthononnal basis of which one of the basis elements is the 
pure quantum state to be measured. Then, the measured pure 
quantum state can be reproduced at will. Approximate cloning 
considers how to optimize measurements so that for a random 
pure quantum state (possibly from a restricted set) the repro­
duced clone has on average optimal fidility with the original. 
Here we see that while the complexity K(J11/ln) of the orig­

inal state 111) in the proof above is t 0, the complexity of an or-

thonormal bases of which it is a basis element can be (and usu­
ally is in view of the incompressibility theorems) at least n for 
uniform at random chosen states I :r: /-or every other complexity 
in between 0 and n by choice of l:i:). This gives a rigorous quan­
tification of the quantum cloning fact that if we have full infor­
mation to reproduce the basis of which the unknown individual 
pure quantum state Jy) is a basis element, then the quantum Kol­
mogorov complexity of that element is about zero-that is, we 
can reproduce it at will. 

It is easy to see that for the general case of pure states, an al­
ternative demonstration of why the subadditivity property fails, 
can be given by way of the "noncloning" property of Theorem 6. 

Lemma 5: There are infinitely many m. and n such that there 
are pure n-qubit states l:z:) for which 

K(l:r:/C:)m) > K(J:z:)G-)m/2J l:rtJm/2) + K(l:r) m/2) 
+ 

where ">" is meant in the sense of" 1- ." 
Proof: With N = 2" we have2 

( k+N-1) 1 log k ->k(n-logk+loge)- 2 logk+O(l) 

for n --> oo with k fixed. Substitution in Theorem 6 shows 
that there exists a state J:r/ such that (up to lower order additive 
terms) K(l.1:)(8;k) 2 kn and K(l:t:)''Jk/ 8 ) :::; ~kn. So writing 
(again up to lower order additive terms) 

K(l:r:)"'k) ~ K(l:1:)<")''/2l l:r) ;1.:/2) + K(l:1:)' k/2) 

t K(la:)~Jk/ 2 ) 

~ K(l:1:)Ukf-lJ J:lf:;kf-1) + K(l:i:) ·k/-l) 

;t K(laf<k/4) 

~ K(l:r)0k/8J J:i:/ ".Jk/8) + K(l:iY;k/8) 

;t K(l:z:)t'Jk/s) 

we obtain kn :::; "J,kn, up to an additive lower order term, which, 

with k, n > 0, ;an only hold for k t n t 0. Hence, for large 

enough k and n, one of the ! inequalities in the above chain 
must be false. [ 

APPENDIX I 
CLASSICAL KOLMOGOROV COMPLEXITY 

It is useful to summarize the relevant parts and definitions oJ 
classical Kolmogorov complexity; see also [20], and the text· 
book [13]. The Kolmogorov complexity [12] of a finite objec 
:r: is the length of the shortest effective binary description of :r 
Let :r, y, z E N, where N denotes the natural numbers and W( 

identify N and { 0, 1} * according to the correspondence 

(0, c), (1, 0), (2, 1), (J, 00), (4, Cll), .... 

Here, E denotes the empty word with no letters. The length l(:r' 
of :r is the number of bits in the binary string :r:. For example 
l(OlO) = 3 and l(c) = 0. 

The emphasis is on binary sequences only for convenience 
observations in every finite or countably infinite alphabet can bi 
so encoded in a way that is "theory neutral." 

2Use the following formula [13, p. 10] 

(11) a o 1 11 log = /Jlog - +(a - /;)log -- +-loµ; -- + 0(1). 
b IJ 11 - b 2 11(0 - I!) 
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A binary string y is a proper prefix of a binary string :r; if we 
can write ::r; = yz for z =/=- E. A set {x, y, ... } ~ {O. l}* is 
prefix-free if for every pair of distinct elements in the set neither 
is a proper prefix of the other. A prefix-free set is also called a 
prefix code. Each binary string x = :r;1:i:2 · ··:en has a special 
type of prefix code, called a self-delimiting code 

where •:r:n = 0 if :i;n = 1 and 'Xn = 1 otherwise. This 
takes care of all strings of length n :'.::'. 1. The empty string E 

is encoded by ff = 0. This code is self-delimiting because we 
can determine where the codeword x ends by reading it from 

left to right without backing up. Using this code, we define the 
standard self-delimiting code for :r to be :r' = l(x)x. It is easy 

to check that l(x) = 2n + 1 and l(x') = n + 2 log n + 1. 
Let (-, ·) be a standard one-one mapping from N x N to N, 

for technical reasons chosen such that 

l( (:r, y)) = l(y) + O(l(:r:)). 

An example is (:i:, y) = l(x)xy. This can be iterated to 
((., ·), ·). 

Let T1 , T2 , ..• be a standard enumeration of all Turing ma­
chines, and let 4J 1 , </> 2 , ... be the enumeration of corresponding 
functions which are computed by the respective Turing ma­
chines. That is, T; computes </>.;. These functions are the partial 

recursive functions or computable functions. The conditional 

complexity of :r given y with respect to a Turing machine T is 

Cr(:r:jy) = rnin {l(p): T((p, y)) = x}. 
pE{O,l}' 

Theorem 9 (Invariance): There is a universal Turing ma­
chine U, such that for all machines T, there is a constant cr 

(the length of a self-delimiting description of the index of Tin 
the enumeration), such that for all :r: and y we have 

Cu(:rjy)::; Cr(:r:jy) +er. 

Proof' Choose a universal Turing machine U that ex­

presses its universality in the following manner: 

U(((i, p), y)) = T;((p, y)) 

for all i and (p, y). 0 

For every pair U, U' of universal Turing machines for wh~ch 
the theorem holds, there is a fixed constant cu, U', dependmg 

only on U and U', such that for all x, y we have 

JCu(:.r:jy) - Cu1(xjy)j::; cu,U'· 

To see this, substitute U' for Tin the theorem, and, conversely, 

substitute U' for U and U for T in the theorem, and combine the 
two resulting inequalities. While the complexities according to 
U and U' are not exactly equal, they are equal up to a fixed con­

stant for all :i: and y. Therefore, one or the other fixed ch~i.ce 
of reference universal machine U yields resulting complexities 

that are in a fixed constant envelope from each other for all ar­
guments. 

Definition 5: We fix U as our reference universal computer 
and define the conditional Kolmogorov complexity of :r given !.I 
by 

C(xjy) = min {l(p): U((p. :If))= ;r}. 
pE{0,1}' 

The unconditional Kolmogorov complexity of .r is defined by 
0(:1:) = C(:rjf ). 

The Kolmogorov complexity C ( :r) of J: is the length of the 
shortest binary program from which :r is computed. Though de­
fined in terms of a particular machine model, the Kolmogorov 
complexity is machine-independent up to an additive constant 
and acquires an asymptotically universal and absolute character 
through Church's thesis, from the ability of universal machines 
to simulate one another and execute every effective process. The 
Kolmogorov complexity of an object can be viewed as an abso­
lute and objective quantification of the amount of information 
in it. This leads to a theory of absolute information contents 

of individual objects in contrast to classic information theory 
which deals with average information to communicate objects 
produced by a random source [13]. 

Incompressibility: Since there is a Turing machine, say T;, 

that computes the identity function T;(1:J~1J) = ,r for all y, it 
follows that C(:z:jy) Sl(x)+c for fixed cS 2 log i+l and all .r. 

It is easy to see that there are also strings that can be described 
by programs much shorter than themselves. For instance, the 
function defined by f(l) = 2 and f('i) = 2Jl.i-l) for i > 1 
grows very fast, f ( k) is a "stack" of k twos. Yet, for every 

k, it is clear that f(k) has complexity at most ~ C(k:). What 
about incompressibility? For every n there are 2" binary strings 
of length n, but only I:'.'.:~ 2; = 2n - 1 descriptions in bi­
nary string format of length less than n. Therefore, there is at 
least one binary string ::r: of length n such that C( ;i:) ;::: n. 
We call such strings incompressible. The same argument holds 
for conditional complexity: since for every length n there are 
at most 211 - 1 binary programs of length < n, for every bi­
nary string y there is a binary string ;r of length n such that 
C(xiy) ;::: n. "Randomness deficiency" measures how far the 
object falls short of the maximum possible Kolmogorov com­
plexity. For every constant b we say a string .r is has random­

ness deficiency at most b if 0( :i:) ;::: l ( 1:) - b. Strings that are 
incompressible (say, with small randomness deficiency) are pat­
ternless, since a pattern could be used to reduce the description 
length. Intuitively, we think of such patternless sequences as 
being random, and we use ''random sequence" synonymously 
with "incompressible sequence." (It is possible to give a rig­
orous formalization of the intuitive notion of a random sequence 
as a sequence that passes all effective tests for randomness, see, 

for example, [13].) 
Since there are few short programs, there can be only few ob­

jects of low complexity: the number of strings of length n, that 
have randomness deficiency at most b, is at least 2" - 2n-h + 1. 
Hence, there is at least one string of length n with randomness 
deficiency O, at least one-half of all strings of length n have 
randomness deficiency 1, at least three-fourths of all strings of 



2476 IEEE TRANSACTIONS ON INFORMATION THEORY. VOL. 47. NO. 6, SEPTEMBER 21lOJ 

length n have randomness deficiency 2, and at least the ( l -
1/2h)th part of all 2" strings of length 11 have randomness de­

ficiency at most b. 

Lemma 6: Leth be a positive integer. For every fixed y, every 
set S of cardinality 111 has at least 111( l - r~) + 1 elements ::r 
with C(;rJy) 2: llogmJ - h. 

Proof' There are 

11-l 

·" _ ~ ')i _ •)II _ l 
i.V - ~ ...... - ...... 

binary strings of length less than n. A fortiori there are at most 
N elements of 8 that can be computed by binary programs of 
length less than n, given y. This implies that at least rn - N 
elements of 8 cannot be computed by binary programs of!ength 
less than n, given y. Substituting n by llop; mj - ti together with 
Definition 5 yields the lemma. D 

Ifwe are given Sas an explicit table then we can simply enu­
merate its elements (in, say, lexicographical order) using a fixed 
program not depending on Sor 1J. Such a fixed program can be 
given in 0(1) bits. Hence we can upper-bound the complexity 

as C(:r:JS, y) ~log JSJ. 
Incompressibility Method: One reason to formulate a notion 

of quantum Kolmogorov complexity, apart from its interpreta­
tion as the infonnation in an individual quantum state, is the fol­
lowing. We hope to duplicate the success of the classical version 
as a proof method, the incompressibility method, in the theory of 
computation and combinatorics [13]. In a typical proof using the 
incompressibility method, one first chooses an incompressible 
object from the class under discussion. The argument invariably 
says that if a desired property does not hold, then in contrast 
with the assumption, the object can be compressed. This yields 
the required contradiction. Since most objects are almost incom­
pressible, the desired property usually also holds for almost all 
objects, and hence on average. The hope is that one can use the 
quantum Kolmogorov complexity to show, for example, lower 
bounds on the complexity of quantum computations. 

Pre.fix Kolmogorov Complexity: For technical reasons we 
also need a variant of complexity, so-called prefix complexity, 
associated with Turing machines for which the set of programs 
resulting in a halting computation is prefix-free. We can realize 

this by equipping the Turing machine with a read-only input 
tape which is read from left-to-right without backing up, a 
separate read/write work tape, an auxiliary read-only input tape, 
and a write-only output tape that is written from left-to-right 
without backing up. All tapes are one-way infinite. Such Turing 
machines are called prefix machines since the set of halting 
programs for such a machine forms a prefix-free set. Taking the 
universal prefix machine U we can define the prefix complexity 
analogously with the plain Kolmogorov complexity. Let :c* be 
the shortest program for :r that is enumerated first in a fixed 
general enumeration process (say, by dovetailing the running of 
all candidate programs) of all programs for which the reference 
universal prefix machine computes :c. Then, the set 

{:r.*: U(:i;*) = :r:, :r E {O, 1}*} 

is a prefix code. That is, if J:* and y* are codewords for :i.: and 11 

respectively, with :c I 1J, then :i:* is not a prefix of y*. · ' 

Let ( ·) be a standard invertible effective one-to-one encodino 

from N x N to prefix-free recursive subset of N. For example~ 
we can set (:c, 11) = :r:1111• We insist on a prefix-free subset and 
recursiveness because we want a universal Turing machine to be 
able to read an image under ( ·) from left-to-right and detennine 
where it ends. Let P1, P2, ... be a standard enumeration of all 
prefix machines, and let (/;1, 1>2, ... be the enumeration of cor­
responding functions that are computed: P; computes q);. It is 
easy to see that (up to the prefix-free encoding) these functions 
are exactly the partial recursive functions or computable func­
tions. The conditional complexity of :r: given y with respect to a 

prefix machine P is 

Kp(:i:Jy) = min {l(p): P((p. y)) = :i:}. 
pE{O,l}' 

Choose a universal prefix machine U I' that expresses its uni­
versality in the following manner: 

UP((('i, p), y)) = P;((p, y)) 

for all ·i and p, 1J. Proving the Invariance Theorem for prefix 
machines proceeds by the same reasoning as before. Then, we 
can define the following. 

Definition 6: Fix a UP as above as our reference universal 
prefix computer, and define the conditional pre.fix complexity of 
:r: given y by 

K ( :i: I u) = min { l (p): UP ( (p, 11 )) = :r}. 
pE{O.l}' 

The unconditional Kolmogorov complexity of :1: is defined by 

K(:i:) = K(:i:Jf). 

Note that K(:r:Jy) can be slightly larger than C(:i:Jy), but for 
all :J:, y we have 

C(:r:Ju) ~ K(:i:Jy) t C(:i:J:i;) + 2 log; C(:i:Jy). 

For example, the incompressibility laws hold also for K(:i:) but 
in slightly different form. The nice thing about K(:D) is that we 
can interpret rK(.e) as a probability distribution since K(:1;) is 

the length of a shortest prefix-free program for :1:. By the fun­
damental Kraft's inequality, see for example [6], [I Jj, we know 
that if l 1 , l2, ... are the codeword lengths of a prefix code, then 
I:,r 2-I, ::; 1. This leads to the notion of the "universal distri­
bution" m(:r) = 2-KCr) that assigns high probability to simple 

objects (that is, with low prefix complexity) and low probability 
to complex objects (that is, with high prefix complexity)-a rig­
orous form of Occam's Razor. 

APPENDIX II 
QUANTUM TURING MACHINES 

We base quantum Kolmogorov complexity on quantum 
Turing machines. The simplest way to explain the idea of 
quantum computation is perhaps by way of probabilistic 
(randomized) computation. This we explain here. Then, the 
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definition of the quantum (prefix) Turing machine is given in 
the main text in Section II. 

A. Notation 

For every N, the finite-dimensional Hilbert space 'HN has 

a canonical basis I eo), ... , I c N _ 1). Assume that the canonical 

basis of 1-iN is also the beginning of the canonical basis of 

1i N + 1. The mAold tensor product &/(';, 1 'H of a Hilbert space 
1i is denoted by 1-{tzom. 

A pure quantum state cp represented as a unit length vector in 

such a Hilbert space is denoted as l<P) and the corresponding ele­

ment of the dual space (the conjugate transpose) is written as q:,t 
or ( 4> 1- The inner product of (<PI and I 'l/i) is written in physics 

notation as ( <P 11/J) and in mathematics notation as </> Li/i. The 

"bra-ket" notation is due to Dirac and is the standard quantum­

mechanics notation. The "bra" (xl denotes a row vector with 

complex entries, and "ket" l:r;) is the column vector consisting 

of the conjugate transpose of (xl (columns interchanged with 

rows and the imaginary part of the entries negated, that is, A 
is replaced by -J=T). 

Of special importance is the two-dimensional Hilbert space 

C2 , where C is the set of complex real numbers, and IO), ll) is 

its canonical orthonormal basis. An element of C2 is called a 

qubit (quantum bit in analogy with an element of {O, l} which 

is called a bit for "binary digit"). To generalize this to strings of 

n qubits, we consider the quantum state space cN with N = 2". 

The basis vectors fo, ... , e N _ 1 of this space are parameterized 

by binary strings of length n, so that e0 is shorthand for ea ... 0 

and e N _ 1 is shorthand for e 1 ... 1 . Mathematically, C N is decom­

posed into a tensor product of n copies of C2 , written as ( C2 )CSln, 

and an n-qubit state I a 1 · · ·a,,) in bra-ket notation can also be 

written as the tensor product la1 )@· ··@la,,), or in shorthand as 

I n1 ) · · · In,,), a string of n qubits, the qubits being distinguished 

by position. 

B. Probabilistic Computation 

Consider the well-known probabilistic Turing machine 

which is just like an ordinary Turing machine, except that at 

each step the machine can make a probabilistic move which 

consists in flipping a (say fair) coin and depending on the out­

come changing its state to either one of two alternatives. This 

means that at each such probabilistic move the computation of 

the machine splits into two distinct further computations each 

with probability ~· Ignoring the deterministic computation 

steps, a computati~n involving m coin flips can be viewed as 

a binary computation tree of depth m with 2m leaves, where 

the set of nodes at level t :::; m corresponds to the possible 

state of the system after t coin flips, every state occurring 

with probability 1 /2t. For convenience, we can label the edges 

connecting a state :r: directly with a state y with the probability 

that a state :r changes into state y in a single coin flip (in this 

example all edges are labeled "!"). 
For instance, given an arbitrary Boolean formula containing 

rn variables, a probabilistic machine can flip its coin m times 

to generate each of the 2"' possible truth assignments at the 

rn-level nodes, and subsequently check in each node determin­

istically whether the local assignment makes the formula true. If 

there are k distinct such assignments then the probabilistic ma-

chine finds that the fonnula is satisfiable with probability at least 

k/2 111 -since there are k distinct computation paths leading to 
a satisfiable assignment. 

Now suppose the probabilistic machine is hidden in a black 

box and the computation proceeds without us knowing the 

outcomes of the coin flips. Suppose that after m coin flips 

we open part of the black box and observe the bit which 

denotes the truth assignment for variable :r0 ( G ::; m). Before 

we opened the black box all 2"' initial truth assignments to 

variables :r: 1 .... , :i: m were still equally possible, each with 

probability 1/2"'. After we observed the state of variable ;i::,, 

say 0, the probability space of possibilities has collapsed to the 

truth assignments which consist of all binary vectors with a 0 in 

the fifth position. each of which has probability renommlized 
to l/2"'- 1. 

C. Quantum Computation 

A quantum Turing machine can be viewed as a generalization 

of the probabilistic Turing machine. Consider the same compu­

tation tree. In the probabilistic computation. there is a proba­

bility p; 2: 0 associated with each node i (state of the system). 

such that 2:: p; = 1. summed over the nodes at the same level. In 

a quantum-mechanical computation there is a "'probability am­

plitude" a; associated with each basis state Ii) of the system. 

Ignore for the moment the quantum equivalent of the proba­

bilistic coin flip to produce the computation tree. Consider the 

simple case (corresponding to the probabilistic example of the 

states of the nodes at the rnth level of the computation tree) 

where i runs through the classical values 0 through 2"' - 1. in 

the quantum case represented by the orthonomml basis m-qubit 

states IOO · · · 0) through Ill··· 1). Then, the nodes at level m 

are in a superposition 

141) = L a;li) 
iE{O, 1}"' 

with the probability amplitudes satisfying 

L lladl 2 = 1. 
iE{O, 1}"' 

The amplitudes a; are complex numbers satisfying 

:Z::lln:;ll 2 = l, where ifo; =a.+ bH then llc~;ll = Ja 2 + l! 2 , 

and the summation is taken over all distinct states of the 

observable at a particular instant. We say ''distinct" states since 

the quantum-mechanical calculus dictates that equal states 

are grouped together:. If state l<P) of probability amplitude o 

equals state 17/J) of probability amplitude/), then their combined 

contribution in the sum is lln + /111 2. The computation steps 

are governed by a matrix U which represents the program 

being executed. Such a program has to satisfy the following 

constraints. Denote the set of possible configurations of the 

Turing machine by X, where X is the set of m-bits column 

vectors (the basis states) for simplicity. Then, U maps the 

column vector Q = (a.0 ).,, 0 :- to U Q. Here Q is a (2"' )-element 

complex vector of amplitudes of the quantum superposition of 

the 2111 basis states before the step, and U .G: the same after the 

step concerned. The special property which U needs to satisfy 

in quantum mechanics is that it is unitary, that is, ut U = I 

where I is the identity matrix and ut is the conjugate transpose 
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of U (as with the bra-ket, "conjugate" means that all A's 
are replaced by -A's and "'transpose" means that the rows 
and columns are interchanged). In other words. U is unitary iff 
ut = u-1. 

The unitary constraint on the evolution of the computation 
enforces two facts. 

1) If u0g = Q and [!f = urJl-l then 

I: ll(Utg_hll 2 = 1 
"'EX 

for all t (discretizing time for convenience). 

2) A quantum computation is reversible (replace U by 
ut = u- 1 ). In particular this means that a computation 
utao = O:t is undone by running the computation step­
wise in reverse: ut' ftt =no. 

The quantum version of a single classical bit is a superposi­
tion of the two basis states 

I·~;)= alO) + /311) 

where llci:ll 2 +11!311 2 = 1. Such a state 17/J) is called a quantum bit 
or qubit. It consists in part of the basis state IO) and in part of the 
basis state I l). The states are denoted by the column vectors of 
the appropriate complex probability amplitudes. For the basis 
states the vector notations are IO) = (~) (that is, n = 1 and 
/J = 0) and ll) = (~) (that is, c~ = 0 and /i = 1). We also write 
l'l/i) as the column vector 'P_ = (;~). 

Physically, for example, the state 17f;) can be the state of a 
polarized photon, and the basis states are either horizontal or 
vertical polarization, respectively. Upon measuring according 
to the basis states, that is, passing the photon through a medium 
that is polarized either in the horizontal or vertical orientation, 
the photon is observed with probability 11n11 2 or probability 
11/311 2 , respectively. Consider a sample computation on a one-bit 
computer executing the unitary operator 

s = ~ (-~ ~). (8) 

It is easy to verify, using common matrix calculation, that 

1 1 
SIO) = -10) - -11) 

/2 /2 
1 1 

Sil)= MIO)+ Mll) 
v2 v2 

S2 IO) =OIO) -111) = -11) s 2 11) = llO) + 011) = 10). 

If we observe the computer in state SIO), then the probability 
of observing state I 0) is ( ~) 2 = ~, and the probability to ob­

serve 11) is (- ~ )2 = !- However, if we observe the com­

puter in state S 2 IO), then the probability of observing state IO) 
is 0, and the probability to observe 11) is 1. Similarly, if we 
observe the computer in state SI l), then the probability of ob­
serving state IO) is ( ~)2 = ~,and the probability to observe 

ll) is ( ~)2 = ~-If we observe the computer in state S 2 11), 
then the probability of observing state IO) is 1, and the prob­
ability to observe 11) is 0. Therefore, the operator S inverts a 
bit when it is applied twice in a row, and hence has acquired the 
charming name square root of "not". In contrast, with the analo­
gous probabilistic calculation, flipping a coin two times in a row, 
we would have found that the probability of each computation 

path in the complete binary computation tree of depth 2 was ~, 
and the states at the four leaves of the tree were I 0), I l), I 0), I l), 
resulting in a total probability of observing IO) being ~,and the 
total probability of observing I l) being ! as well. -

The quantum principle involved in the above example is 
called inteiference, similar to the related light phenomenon in 
the seminal "two-slit experiment." If we put a screen with a 
single small enough hole between a light source and a target, 
then we observe a gradually dimming illumination of the 
target screen, the brightest spot being colinear with the light 
source and the hole. If we put a screen with two small holes 
in between, then we observe a diffraction pattern of bright and 
dark stripes due to interference. Namely, the light hits every 
point on the screen via two different routes (through the two 
different holes). If the two routes differ by an even number of 
half wavelengths, then the wave amplitudes at the target are 
added, resulting in twice the amplitude and a bright spot, and if 
they differ by an odd number of half wavelengths then the wave 
amplitudes are in opposite phase and are subtracted resulting 
in zero and a dark spot. Similarly, with quantum computation, 
if the quantum state is 11/J) = alx) + f31y), then for :r = y 

we have a probability of observing l:r) of Ila + /311 2 , rather 
than llall 2 + llf3ll 2 which it would have been in a probabilistic 
fashion. For example, if o = ~ and (3 = - ~ then the 

probability of observing l:r) is 0 rather than ~. and with the 
sign of /3 inverted we observe l:i:) with probability 1. 

D. Quantum Algorithmics 

A quantum algorithm corresponds to a unitary transforma­
tion U that is built up from elementary unitary transformations, 
every one of which only acts on one or two qubits. The al­
gorithm applies U to an initial classical state containing the 
input and then makes a final measurement to extract the output 
from the final quantum state. The algorithm is "efficient" if 
the number of elementary operations is "small," which usually 
means at most polynomial in the length of the input. Quantum 
computers can do everything a classical computer can do prob­
abilistically-and more. 

We are now in the position to explain the quantum equivalent 
of a probabilistic coin tlip as promised in Appendix II-C. This 
is a main trick enhancing the power of quantum computation. A 
sequence of n fair coin tlips "corresponds" to a sequence H,, of 
n one-qubit unitary operations, the Hadamard transform 

H=~(i -i) 
on the successive bits of a register of n bits originally in the 
all-zero state 17/;) = IOO · · · 0). The result is a superposition 

HnlV!) = L rn12 1:r:) 
;DE{O, l}" 

of all the 2n possible states of the register, each with amplitude 
2-n/2 (and hence probability of being observed of 2-n ). 

The Hadamard transform is ubiquitous in quantum com­
puting; its single-fold action is similar to that of the transform 
S of (8) with the roles of "O" and "l" partly interchanged. 
In contrast to 5 2 , that implements the logical "not," we have 
H 2 = I with I the identity matrix. 
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Subsequent to application of Hn, the computation proceeds 
in parallel along the exponentially many computation paths 
in quantum coherent superposition. A sequence of tricky 
further unitary operations, for example the "quantum Fourier 
transform," and observations serves to exploit interference (and 
so-called entanglement) phenomena to effect a high probability 
of eventually observing outcomes that allow us to determine 
the desired result, and suppressing the undesired spurious 
outcomes. 

One principle that is used in many quantum algorithms is as 
follows. If A is a classical algorithm for computing some func­
tion f, possibly even irreversible like f(x) = x (mod 2), then 
we can tum it into a unitary transformation which maps classical 
state Ix, 0) to \x, f(x)). Note that we can apply A to a super­
position of all 2n inputs simultaneously 

A ( rn/2 ~Ix, o)) = rnl2 ~ \x, f(x)). 

In some sense this state contains the results of computing f for 
all possible inputs x, but we have only applied A once to obtain 
it. This effect together with the interference phenomenon is re­
sponsible for one of the advantages of quantum over classical 
randomized computing and is called quantum parallelism. 

This leaves the question of how the input to a computation is 
provided and how the output is obtained. Generally, we restrict 
ourselves to the case where the quantum computer has a clas­
sical input. If the input x has k bits, and the number of qubits 
used by the computation is n ~ k (input plus work space), then 
we pad the input with nonsignificant O's and start the quantum 
computation in an initial state (which must be in CN) \xO · · · 0). 
When the computation finishes the resulting state is a unit vector 
inCN, say I:; ai\i), wherei runs through {O, l}n and the prob­
ability amplitudes a;'s satisfy I:; l\a;\1 2 = 1. The output is ob­
tained by performing a measurement with the basis vectors as 
possible outcomes. The observed output is probabilistic: we ob­
serve basis vector \i), that is, then-bit string i, with probability 

lla;l\ 2 . 
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