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Introduction

Given a set of n points, numbered 1,...,n, and a n X n
matrix M, with elements mij’ satisfying

(/]“/]) ml,] = mJl (1 % J)s

(1.2) myy; = 0,

(1.3) for each i my 4 0 for at least one j, and
(1°Ll') O.‘::_ml;’ < e,

The set of points and the matrix M can be interpreted as
a finite multigraph (cf. C. BERGE (1958), D. KOENIG (1936)),
where the number of joins between point i and j is equal to
mijo Ir my 5 = O, this meansthat there is no join between 1 and
j. Assumption (1.2) states that there are no loops. Assumption
(1.3) implies that no point is isolated.

From the n points two samples are ftaken. We shall consider
two cases.

Case ‘I "non free sampling': from the points 1,...,n r,
and Ty points are chosen at random without replacement
(r1+r2;£n), The r, points will be denoted as black (B) points,
the r, points as white (W) ones, while finally the n-r, T,
remaining points are the red (R) ones.

Case II "free sampling': n independent trials are performed,
each trial resulting in the event B with probability Dys in the
event W with probability Pos and in the event R with
probability 1—p1—p2. Point number 1 is alotted the colour
indicated by the ouftcome of tThe i-th trial.

Consider the random variables X4 4 and ¥, (i,3 =1, ...,0),

J
defined by
Xiq = 0 spr O,
Y54 = O spr O,

and for i # j
g if point 1 and J are both black
L0 if not.

v

1 if point i is black and j is white, or
{ point 1 is white and j is black,
"y' =
0]

1if not.
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Te shall also consider a more general situation. Let be given

a set of random variables Z,,, where z,, = 0 spr o,

+J

while Tfor i # ] 233 is either O or 1. Define
7z = » m, . .
(1.7) Z= %TmlJ 215,

In the following we shall give results on the stochastic
proporties of x, ¥ and z. The proofs of these results will be
given in a forthcoming thesis.

Previous work on the subject
P.A.P. IIORAIT (1948) considers a ,statistical map", equivalent

to our graph for mij = 0 or 1, where the points are chosen by
Wfree"™ and ,non free" sampling. He gives for both cases the first
and second moments of the number of black-black joins (thus
for %) and the third and fourth moment for the case of free
sampling. He proves the asymptotic normality of x and y (free sampling
for a rectangular twodimensional lattice, where there are jJolns
between neizhbouring points in the direction of both axis (cf. also
P.A.P. TIORAN (1947)).

There exists a largze number of »najers on the subject by
P.V. KRISHNA IYER (1948-1953), most of them in an extremely-hard-
to=-get journal, viz. the Journal of The Indian Society fer Agri-
cultural Statistics. As far as we are awvare, KRISIII. IYER only
deals with rectangular lattices, where neighbouring voints are
joined in the direction of both axis, but also diagenal joins are
considered in a number of his papers. The results of KRISHITA IYER
are mostly on the first four moments or cuaulants, and statements

about asyuntotic normality.

od
A revort by BLOT I and van 53SDSN contains a number of
exact results for rectangzular lattices (non frec samnling). The

present revort is an outgrowth of this last paper, which arocse
from a study of the distribution of a statistic, obtained in a
psychological test.

me older pavers on the subject are by II. TODD (1940) and

S0
D.J. PINN.Y (1947).
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. some graphtheoretical notions

Consider a set S of points and a subset U of the set of all
joins between these points. The combination (S,U) is usually
called a graph. For a detailed treatment of theory of graphs, we
refer to D. KOENIG (1936) and C. BERGE (1958).,

For our purpose we use the word "graph'" to denote a set of
3., between £ (22 £g2k)

/l)““') k,’
points, such that no points are isolated (are not connected to

k oriented joins, labelled J

at least one other point), and loops do not occur. Multiple
Jjoins are admitted.

A point to which join Ji is connected will be called the
second point of Ji if the orientation of the joln is towards
the point; if not, it will be called the first point of Ji“

To each graph there corresponds a symmetrical 2k x 2k
matrix A, consisting of K 2 x 2 block-matrices Aij (i, =
1,...,k), with elements

for,u,k = 1,2
o, AN T 0
and for 1 # 1 if the _« -th point of J coincides
= { with the A -th point of JJ

0 1if not

a. :
1, JA

A1l graphs having the same matrix A are considered fTo be
equivalent. E.g. both

have as matrix

0 00 00 1

oo'o 1o o

R Ie) 0’0 o

o) 1‘0 010 O

00,0 66 O

10'0 010 ©
and are therefore equivalent.

The k x k matrix with elements
3 2
P15 T ity Qi
w111 be called the configurationmatrix.

- Consider two graphs G/I and Cg, each based on £ points and
k (labelled and oriented) joins. If G, and G,

but a permutationmatrix P exists such that for the configuration-

are not identical,

matrices Bq and B2 the relation
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P B, P

es)
1l

holds, we shall say that G1 and G2

A graoh G = (S,U) is called connected if from every point

have the same configuration.

P

ieS one can reach any other voint of S by travelling alonz the
joing of the set U,neglecting the orientation of the joins. A
graph which is not connected, can be decomposed in a number of
connected components. This decomposition 1is unique (cf. D.KONIG
1936, v.15). A configuration-matrix of a not connected graph (1
necessary after premultiplication with a permutationmatrix P,
and postmultiplication with = ) is a logical sum of the configu-
ration-matrices of each of the connected coumponents.

A connected granh with k joins has at most k + 1 points. It
has at least two points Tor -+ satisfying

2 o« g k+1

finitely many, say 9 distinct configurations exists corresnon-
ding to connected sraohs based on k joins and : points.
Tet C(Q) be the «-th one (L= 1,000, a ),
The confizuration of a graph having b connected components
(

1 i\ < (§}>can now be indicated symbolically by

HA

2 Gl

. . “ (%)
if the i+ th connected componesnt has a configuration C;
If amon_ the . connected components gj have the saune configuratio
(<) (%)
k .
C:K ¢ we may also write 2: jJC
bl

as the synbool for the configuration of the granh.
By umeans of the operator/4/( ), overating on the symbol
of a configuration we indicate the nuaber of distinct graphs,

having this configuration. It can be wroved that if & kg = k,
A

‘ s w F ‘/( C(«Z:) 3‘,.
oo Aoty - W T 4G

o DA
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A genersi-expression for the moments of z

In order to calculate the k-th moment of z, we have to

consider products like

4.1 i R S N T

( ) bt & % Tk ko

and )

4.2) 2. . 2 e, 2

( zl‘!,l “Ya T e Lz,'; ey . ’

where d” ,a,a,ikz are, say, 1 different integers from the range
3 )

1,...,n. To each such products there corresyonds a graph. Let

each of the subscrints of (4.2) correspond to a point of the
graph. If two or more subcripts are equal, they correspond to

a same point, thus the graph has 1 different points in all. Let
the first.subscript,i, , of z. . corresponds to the first

i1 ”ljﬂ lj2

point of a join, and the second subscrint, ijz,to the second
point of the same join. e thus obtain a graph with k oriented
joins and 1 9points, no one point being isolated. l'e assume
that always 1i.

J

; # 132 (j=1,...,%), thus no loops arise. Let the
graph corresvonding to (4.2) have a configuration

L
S &
Lo C&L.)_[.’ »

PN )

then the following assumntion on the simultaneous distribution

= 1,... the expectation of (4.2) does not depend on
value of 111705,9 ik)29 but only on the configuration

e therefore introduce the following notation for the expeccatiol
of (4.2):
0] €3}

4,3 Et;éw(q’;) z 2.
< > Z‘L'L;I C!(O/JZJ



To dindicate the su ov

(151 # 150

rera,
i.
R
are different,

this product has configuration

ZLCIHA?"'

(J’*” PR ":C). Lz; C/

and in such a ways

product of k coefficients

), where exactly 1 out of the 2k subscripts

that the graph corresnonding to
(‘ft

5 C,. s, Wwe write
(=) Cky
Uf a m E S ""133‘ % G

if the condition on the subscripts is that in the summation

i1 have to be different.

from 1,...,n0.

PR
9 H
J

Now one can derive

Summation over 1190,,,ir>extends

p
£ zé é; """ ~ w;
(£)
o Loy I (&) ) h (oted (n
= i) - . . . o e
ElzalE e 'ZLLHA”'Q“‘«‘:J% £.4 - ’
<1l he s .é.
where 2.LL5E :?,iglnuﬁ JLJ means sum-ation over all
configurations with2k. = k and Effa = €.
The moments of x
a)non free sampling
Here assumption A 1 is satisfied, as

, N (
~ - i\' ( q/‘») ,! 4 :( ) I
<951> CE&:TCkC"L? = . B
where 5 &= €.
(e omit the subscrint on r, and

arises in the sections on go)

3

Trom (4.4) we have e.

- - /Z
Cx = h(a=t) c,zf q >

)

(&)

A

0, ,as no danger of confusion

after some simplifications



v 2 2 (r=1): (r—2) (n-r) 3. (Zmgy - Eﬁl)z
"oms 2zt - (B T (o) (=30 ¢ 9 "~

+§ 2r( r-—1) (n ) (n-r=1) {h(h“,)z‘;ms - (,th.j)l’}'.
n (n 1) (n-2)(n-3) A

LfZﬁ%J does not depend on i, the first term of 62 is equal to

zero. The third reduced moment and the fourth . unreduced

moment have been calculated as well.

b) free sampling
(5.2) ELfc““'J LR o b
Ry kbﬁj‘“ - ’
SO e.,f
v I m

L 25)

= (1~ D) {(1—ﬂ) zy myg 2 v ;zA m, . m.

The moments of 37
V.

Assumption Aﬁ is satisfied. In order to calculate
(s w (&)

g
we first tale a DOlnt P of the i-th connected component
(i=1,...,h) as a reference point. Colour Pi white, next all
points connected b a join to Pi are coloured black, then all
points connected to these black points are coloured white. If in
repeating this wnrocedure one arrives at a wvoint which has already
been given one colour, but should be coloured by the just-mentio-
ned rule in the other colour as well, then we conclude that the
i-th connected component is not bichromatic.

If no such situation arises one arrives at.a stage, where all

points have bezn allotted a colour, viz Ti noints are white and
1i—fi black, we then say that the i-th connected component 1is

bichromatic.

Define

\

1

N



-8-

1 if all connected components of?2_L(“)

(6.1) éﬁ% (;E(lfﬁ’) - are bichromatic
{ e, &
O if not.

a)non-free sampling

»
L i w €3] ;) (h«{)! -
(602)EL§’CKT_¥‘ZJ§§ = B(Z'Cém? 7 é% /2;6

2, | s, )
@z ZO POT, aidq(f T ) )} (z-210r-—20\m>(3—t2))!

L.8.

By = _°F17p m, .
= a(m-1) 13 Y9
x
Z(Z m E—Ty) 1 )?’z(}tz“’).,‘. 2 ) Ay (=i ) () }
f Aln-1)(n-2) nln={n=2) n{n-i1){n-2){n-3)
2~.m~ o, Rt oy (Ry=a) Ry (=) (A =1) } +
+‘453 { N syt e o) Cr—3)

d L n{n-~1) n(n Hn-2)

2 .
+ LI(Z mij) 2t (Rt 3) - (Zz'z,/L& NI alte N 2)
0 (h=0%(h-2)(n-23)

b)free sampling

(6 3) A x‘Y. )T, L= f T, ‘Ci‘
By i 8= BRG TT( BT BETER)
Lo e
Ey = 2p,D, . E "y s
2 , 1=7, — )
o = 4;01132(-0 +-02 4p1p2)( - JMK 4101192( Dy }_')2+ P1P2)§3m4

T.Tendency towards the normal distribution

The following theorem can be proved.

Theorem 7.1

1z Zma:m
N -Afor all a = 15000,
mn. <L oo l
a
maindependent of njy
and 1f r and n tend to infinity such that

(7.1

1im % = 0, with 0< 6< 1,



-0
then in the non-free sampling case the distribution of
x - Bx

a

. — 2 : : :
tends to the standard normal one. 1Ux and ¢ have been given in section

If (7.1) is sfied and n tends to infinity and » tends
to a limit py (0O §<.1) then in the case of free sampling the
distribution of

z - Ix
——

. 2 . . .
tends to the standard normal one. JXx and ¢ have been given in
section Sb.

If (7.1) is satisfied, and if r,, r, and n tend to infinity
such that

lim fl = 61 0< 51, O<1629
n .
5.+0,<1
lim "2 = 5, e
n

then the distribution of

J - E,’Y
o
2 . .
tends to the standard normal one. Ey and ¢ have been given in

)
P

section 6a.

If (7.1) is satisfied, and if n tends to inf ty and p1 and
p.2 tend to finit 1limits Py and D (O<D1 . Ocipz, p1 + p2-<O
then the distribution of
- By
T

2 . .
tends to the standard normal one. Ey and ¢ have been given in

section 6Db.

Tendency towards the compound POISSOIT distribution

A theorem on the tendency towards the compound POISSOIT dis-
tribution has becn proved for z. The asymntotic behaviour of X
and y§ for both the free and the non-free sampling case can be
considered as a snecial case of this theorem. First we introduce

some assumptions.
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Assumption Al

(s.ction 4) is considered to be satisfied.

Assumntion A2

. M o) (& .
Consider an cvent £ : 2 :£1r\qoa nz =1, where the subscripts
of the z's correspond toﬁiCkﬁg,

t= R
. Pavd . . .
Consider the event X ~ gij:1 , where the configuration is now
[
Z D) e (=)
. + .
=2 &4, - ‘214:117 -éji-‘z

Then if P [%] e
P!—E":;’ /z_:} <, . 7
L=1] 1 A = Fﬁm 1j Tf gil‘TJ .
This assumption is supnosed to be satisfied for k= 1,...

Assumnption A3

!
W RGE . £ L . )
If in a configuration lek%f R with 2 k.=k ,Zl.:l, a point is
. t—;;l wtyg e=? 1 YR

made to coincide with anocher one to which it is not connected

by a join, thus giving rise to a configuration

7
o g
NAG O ] -
£ 5T v DI o
:> K,’/C‘, 2 with 2 I{L = e, A= é .

then if J
' |}
SEC) 2
also s e
w) ¢ tk
tt 2 zl)...g ) S &
LS/ t.‘ “

assumption A4

If for a confi uration (:%

then one can flnd Joingsuch that 1f they are removed from

) . ‘ 2 . .
Ce 1 o configuration J»!1 remains with
g 7 :

)

E:L (AJ b e = >O

e now state
Theorea ¢.1

P

Let gz be defined by (1.7), where My (i,3=1,...n) satisfies (1.1)

throuih (1.4) and let assumntions A19¢¢,ﬁ-‘ D2 gatisfied.



]
Tf n tends to infinity and if for every i, J,u,», with i#j,,

s A and e £ A
: ro— — - _
lim Pi_z*'—1 Z 0 A —1] =0,

1J
such that
(8.1) lim £ 2 =24, O<i< . oq
and
[CEEN 45D
(8.2) lim LLchx) JEzoez iqeeaniy 430 % W_Jm =0
kﬁ
for all k= 2,... , and all«,
(8 3) ? v}h’r_/\’/r. ‘{) (qu_...‘i-kb‘_,f") 7(k‘;"‘“'+k£>
! L [ e — (e - . . =
lim J_,L“*‘ (“(‘J 1?:)‘-- 'Ek = Lom ilf EL(,; 4?--—) = )

. *
lim & 9 mz{ mt‘:oq b, oon (myp=1),

and finally,

(8.5) m. J< II for 2ll 1 and Jj, where .. does not denend on n, then

s X~ £ % L5 ot X
(8,6)‘(_2) £ Lim EGz) = axpl Ao My 2, =1,

which is the moment-genercting function of the component POISSON
distribution.

.1;‘.1, :'12, A.Bg AL4,
are satisfied, tozether with (8.1), (8.2), and (8.3), then % z

has asyuptotically a POISSON distribution with parameter A .

If mij is either O or 1, and if assumntions

Assumption (8.2) is satisfied e.g. whea

W
‘“S
"(

N
anaa

N ' (L) 03 (kD ) n
(0 1) /ZL‘M,\_ ELCk kol & & m< = O ~ o all Kk awol o,
Lle 2 / w o ] '

LC,ZJ.,

Jes when m, 1s a constant independz=nt of n then (8.2"): art there-

‘fore (8.2) is satisficd.
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First special case of Theorem (8.1)

non free sampling free_sampling
If r and n tend to infinity IT n tends to infinity and »
such that tends to zero such that
]im-%zro lim B x =2X, 0<A<oco,

9
= 24, O<Ah<og,

)
AN . (e W W : gk“ . . @ w ck)
(8° 8) lllﬂ(h’) ZLLI)"‘JL’iﬂ‘ k,kf-z-l e m =g lim ! ZL LD""Lf(NQC Mo m =0

(8.7) 1lim

el
[

3 K, ke 1
for each k=2,...; and alls, for all kX =2,... and all«,
if moreover if moreover
St L L )
lim S Ia = m m;<:oo , h=1,... (nf =1),

and finally,

m. .« M for all 1 anc j,

1]
does not d:zpnend on n,
then
oo k oo i
< . o k NS5 w
;;‘llm oo g)‘: exmv &A Z_ﬁL 2% } - 1.
k:‘l k . - =1 1 Lo .

If nyy o= O or 1 and if as_uaptions (8.7) and (8.8) are satisgfied

v X has a POISSOH-distrubition with parameter Aa

Assumption (8.8) is sutisfiedihen §;yﬁ& = n, independent of i
and lim % r, =0 J y
Second_special case of Theore: (8.2)
non fre: sampling free saumpling
Ir T T and n tend to infinity IT n tends to infinity and Py
such that and Do tend to zero, such that
linm _r_l =0
n
lim fg =0,
n
(8.9) 1im .y = 24, a<de oo, 1inﬁ$;_::2) , O Ao,
and:

. . ‘ (k) lel) <
.10)1im B o0 40 , . mo R0
T e PATIRE A O B

Kkt a
1 k=2,... and all ,
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A
\"ﬂ"_‘ *

lim S—L = my
myj

My < oo, h= 2,0 CW‘:‘= 1),

3

ti
and finally,

mij< M, for all 1 and j , where M is indenendent

of n,
then

S 1in T (3 Y o exo { Az Z } —1.
= Lo

!

Mg

b
)
~

-

If assumptions (8. 9) and (8.10) are satis f ed, and if mij is
either O or 1 then + 5 has usylntotlcall\‘POIS JON--distribution
with parameterA

Assumption (8.10) is satisfied e.z. whentzjmij = M, independent
of i and J

;1m Dyity =

0
lim Dol = 0.
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