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#### Abstract

The spherical wavelet based on the lifting scheme is introduced for adaptive discrete-ordinate sampling of the radiation fields, particularly, in the radiative transfer computation using iterative schemes. The lifting scheme for wavelet transform is described from an implementation point of view, including the construction of hierarchical geodesic grids on the sphere and wavelet constructions. In addition, we compare the method with the conventional spherical harmonics, numerically investigating the transformation error and efficiency. The transformation matrices are built in the least-squares sense. The results demonstrate the feasibility of using spherical wavelets as an adaptive discrete-ordinate sampling method at the cost of $O(N)$, where $N$ is the number of significant coefficients.
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## 1. Introduction

Radiative transfer problems are often solved by introducing a directional numerical representation of the radiation fields [1-3]. There are a few commonly applied strategies for modeling the radiation fields, notably, the Monte Carlo [4,5], spherical-harmonics [6,7], and discrete-ordinate methods [8-11]. These methods all come with their shortcomings and advantages. The Monte Carlo methods are often regarded as the most accurate methods for 3D radiative transfer simulations. But they have the drawback of producing statistical noise due to the stochastic nature of modeling the radiation field. To reduce the noise, one has to increase the number of samples, which makes the simulation computationally expensive. The spherical-harmonics methods represent the radiance by a weighted sum of spherical harmonics basis functions up to a truncation order [12,13]. The transfer equation can then be transformed into equations for the expansion coefficients of the harmonics. Because its solution is obtained in the spectral domain, it suffers from non-physical oscillations in non-smooth regimes, potentially giving negative values of the radiances. Perhaps the most commonly applied methods for solving the radiative transfer equation are the discrete-ordinate methods, thanks to their efficiency. With the discrete-ordinate representation, one can replace the integro-differential equation with a system of linear equations describing the discrete-streams approximation [14]. Although

[^0]the discrete-ordinate methods can be implemented efficiently, they suffer from the so-called "ray effect" in multi-dimentional cases [15]. The ray effect is a consequence of approximating the continuously varying angular nature of radiation with a specific set of discrete directions, and is independent of the spatial discretization.

An example of using two of the aforementioned representations is the spherical-harmonics discrete-ordinate method (SHDOM), a widely used deterministic method for 3-D radiative transfer [1620]. SHDOM solves 3-D radiative transfer equation based on an iteration scheme, i.e., updating the source term and radiance iteratively until all quantities satisfy the transfer equation everywhere. The source term is updated in the spherical-harmonics domain, while the radiance is updated in the discrete-ordinate domain. Therefore, a transformation needs to be made between the two representations.

Without considering the time-dependency and polarization, the solution phase space in radiative transfer problems for a single wavelength is generally 5-D, i.e., three for the spatial XYZ-domain and two being associated with the radiation propagation direction. Adaptivity in 3-D spatial grids has been implemented in methods such as SHDOM, which means that higher spatial resolution is provided wherever the source term is changing more rapidly. It improves the accuracy of the solution and the computation resources are distributed in a more reasonable way. On the other hand, the adaptivity on the angular domain has not yet been exploited and one often resorts to the Gaussian quadrature rules on the zenith angle. The Gaussian quadrature rules provide a fixed set of discrete-ordinates, in other words, no adaptivity for representing the varying radiation fields during the iteration process. In


Fig. 1. The geodesic grids of three different levels.
particular, the quadrature rules have difficulties when they are used to evaluate regions with sharp gradients or discontinuities. Although the convergence may be achieved without any complications, the unseen spikes in an otherwise smooth function max produce different answers as the number, and so, the position of the quadrature angles is changed. Note that the abrupt changes in the angular distribution become especially large if the problem involves a small amount of diffuse scattering, because by scattering the radiation is redirected to new directions. In addition, SHDOM truncates the spherical harmonics series in accordance with the number of discrete ordinates, which may introduce oscillations (known as Gibb's errors) in the solution near the sharp features in the angular distribution. Clearly, the root of the difficulty is that a non-smooth radiance distribution is not well approximated by smooth functions that are chosen in advance. In principle, such difficulties may exist in any discrete ordinate methods with a fixed set of discrete ordinates.

In this paper, we introduce another discrete-ordinate sampling technique called spherical wavelets. The spherical wavelets are commonly used as a tool for data compression on the sphere [21-23], particularly in the computer graphics area. They provide adaptive representations of spherical functions in a discretized setting. The goals of the paper are twofold. First, we introduce the technique of spherical wavelets, particularly focusing on its implementation for adaptive discrete-ordinate sampling. Secondly, we numerically investigate the transformation between the sphericalharmonics and spherical-wavelets representations of the radiation fields, providing an essential basis for application in radiative transfer simulations.

## 2. Introduction to spherical wavelets

In wavelet analysis, there are a large number of wavelet functions and methods of transform suitable for different applications. Classically, wavelets on a real line $(R)$ or plane $\left(R^{2}\right)$ are constructed by dilating and translating a mother wavelet. However, extending this method of construction to the spherical surface $\left(S^{2}\right)$ is quite difficult and not suited for discrete-ordinate sampling $[24,25]$. The lifting scheme, proposed by Shröder and Sweldens [21], is an efficient way to construct series of wavelets on the sphere. Particularly, it maintains many desirable properties of classical wavelets, such as localization, vanishing moments, and fast transform. The main purpose of the section is to explain the lifting scheme for constructing the spherical wavelet. For the readers who would like to know more about the implementation details and develop their own wavelets code for radiative transfer, a Matlab wavelet tool box developed by G. Peyre is recommended [26]. For more detailed explanation on the principle of the lifting scheme, see Daubechies et al. [27]. The notation used in paper is partly motivated by Hu et al. [28].

### 2.1. The construction of hierarchical geodesic grids on the sphere

The spherical wavelets are constructed on hierarchical geodesic grids on the sphere. These grids can be obtained by a recursive subdivision of the zero-level grid, the icosahedron. Fig. 1 shows the example of three different levels of geodesic grids on the sphere.

The algorithm of subdivision can be described as follows: (1) starting from Level-0, obtain the vertex coordinates and facet information, i.e., which three vertices make up a triangle; (2) find the edge information from the facet information; (3) take the midpoints of the edges as the new vertices for the next level of grids; (4) find the facet information of the next level of grids. As such, we can find the vertex and facet information for arbitrarily high levels of grids. It turns out that the number of grid points of a particular level $J$ is $N_{J}=4^{I} N_{0}-2\left(4^{I}-1\right)$, where $N_{0}(=12)$ is the number of zero-level grid points. In the appendix, we provide a detailed description on how to obtain the hierarchical geodesic grids.

### 2.2. The global and local naming scheme

Before we introduce the lifting scheme, it is important to clarify the notations with respect to the grid points. Since each grid point on the sphere is associated with a particular direction, we can use a set of unit vectors to denote the grid points, i.e.,
$\mathbf{K}^{j}=\left\{\hat{k}_{i}^{j}\right\}, i=1,2, \ldots, N_{j}$.
By subdivision (see the Appendix), we obtain the new grid points by taking the midpoints of the edges in level $j$. These new grid points, together with the grid points of level $j$, make up the set of grid points of level $(j+1)$. We denote the new grid points obtained in level $j$ by,
$\mathbf{M}^{j}=\left\{\hat{m}_{i}^{j}\right\}, i=1,2, \ldots, M_{j}$.
For obvious reasons, we have
$\mathbf{K}^{j+1}=\mathbf{K}^{j} \cup \mathbf{M}^{j}$.
The notations described above constitute the global naming scheme for the grid points on the sphere. Because a wavelet function is localized, it is also helpful to introduce the local naming scheme associated with the local grid points for wavelet transform.

Fig. 2 illustrates a local naming scheme of the grid points, which will be used to describe the wavelet transform. The figure


Fig. 2. Local naming scheme for wavelet transform.


Fig. 3. The lifting scheme for forward wavelet transform.
displays a particular point $\hat{m}^{j}$ in the middle, and some of its neighborhood $\left\{\hat{k}_{i}^{j}\right\}, i=1,2, \ldots, 8$. The dashed lines connect the midpoints of the vertices of level- $j$. We denote the set of local neighborhood of point $\hat{m}^{j}$ by,
$\mathbf{B}\left(\hat{m}^{j}\right)=\left\{\hat{k}_{i}^{j}\right\}, i=1,2, \ldots, 8$.
For obvious reasons, we have
$\mathbf{B}\left(\hat{m}^{j}\right) \subset \mathbf{K}^{j}, \hat{m}^{j} \in \mathbf{M}^{j}$.

### 2.3. The lifting scheme

A recursive partition of the sphere provides different levels of grid points, on which a function can be evaluated. Intuitively, the evaluation of a function using different levels of grid points can be seen as the multi-scale representation of the function, or signal. The basic idea of wavelet transform is to exploit the correlation structure within the signal with multi-scale representations. The correlation structure is often local, both spatially and spectrally. The lifting scheme is an effective method for constructing wavelets on the sphere, relying on pure spatial manipulation. To some extent, it is more intuitive than classical wavelet analysis, as there is no Fourier transform involved.

Let us begin with introducing the forward transform, as the inverse transform is exactly the reverse process. The forward wavelet transform starts from the finest level of grid, $J$, to the coarsest level of grid, $J_{0}$, whereas the inverse transform goes backward. There are three basic steps in the lifting scheme, namely the split, predict and update. Let a spherical function be evaluated on the grid of level $(j+1)$, denoted as $C\left(\mathbf{K}^{j+1}\right)$. Using the relation of Eq. (3), we can represent the function as the union of two functions, namely,
$C\left(\mathbf{K}^{j+1}\right)=C\left(\mathbf{K}^{j}\right) \cup C\left(\mathbf{M}^{j}\right)$.
This is the split process. The split step has done nothing to function $F$, simply identifying the samples on $\mathbf{K}^{j}$ and $\mathbf{M}^{j}$. It is expected that $C\left(\mathbf{K}^{j}\right)$ and $C\left(\mathbf{M}^{j}\right)$ will have some correlations because $\mathbf{M}^{j}$ is generated by selecting the midpoints of edges of $\mathbf{K}^{j}$. To quantify the correlations, we try to predict $C\left(\mathbf{M}^{j}\right)$ from $C\left(\mathbf{K}^{j}\right)$, i.e.,
$D\left(\mathbf{M}^{j}\right)=C\left(\mathbf{M}^{j}\right)-\mathbb{P}\left(C\left(\mathbf{K}^{j}\right)\right)$.
This is the predict process. $\mathbb{P}$ is called a predictor, and $D\left(\mathbf{M}^{j}\right)$ are the differences between $C\left(\mathbf{M}^{j}\right)$ and its prediction from $C\left(\mathbf{K}^{j}\right)$. The predictor is local, making use of the neighbours of each point in $\mathbf{M}^{j}$. If the prediction is good, then $D\left(\mathbf{M}^{j}\right)$ is sparse. $D\left(\mathbf{M}^{j}\right)$ are then called the wavelet coefficients corresponding to grid points in $\mathbf{M}^{j}$, and $C\left(\mathbf{K}^{j}\right)$ are the scaling function coefficients corresponding to grid points in $\mathbf{K}^{j}$. Upon prediction, the wavelet coefficients are obtained by taking advantage of local correlations in space domain. Yet, other properties of the wavelet functions, such as localised on frequency domain (vanishing moments, smoothness), have not been taken into account. To ensure that the wavelets have some
vanishing moments, we can adjust the scaling function coefficients in accordance with the wavelet coefficients, i.e.,
$C\left(\mathbf{K}^{j}\right)=C\left(\mathbf{K}^{j}\right)+\mathbb{U}\left(D\left(\mathbf{M}^{j}\right)\right)$.
This is the update process. $\mathbb{U}$ is the update operator. The update operator is also local, making use of two endpoints on the parent edge of every point in $\mathbf{M}^{j}$. The lifting steps result in an approximation of $C\left(\mathbf{K}^{j+1}\right)$ using $C\left(\mathbf{K}^{j}\right)$, together with its details represented as $D\left(\mathbf{M}^{j}\right)$. Fig. 3 shows the float chart of the three basic steps for forward wavelet transform.

To be more specific, particularly on the predict and update steps, we make use of the point-wise notation.

1. Split.
$\bullet \forall \hat{k}_{i}^{j} \in \mathbf{K}^{j}: c\left(\hat{k}_{i}^{j}\right) \leftarrow c\left(\hat{k}_{i}^{j+1}\right)$.
2. Predict.

- $\forall \hat{m}_{l}^{j} \in \mathbf{M}^{j}: d\left(\hat{m}_{l}^{j}\right)=c\left(\hat{k}_{l}^{j+1}\right)-\sum_{\hat{k}_{i}^{j} \in \mathbf{B}\left(\hat{m}_{l}^{j}\right)} p_{i, l}^{j} c\left(\hat{k}_{i}^{j}\right), \quad i=$ $1,2, \ldots, 8$.

3. Update

$$
\begin{aligned}
& -\forall \hat{m}_{l}^{j} \in \mathbf{M}^{j}: c\left(\hat{k}_{l 1}^{j}\right)=c\left(\hat{k}_{l 1}^{j}\right)+u_{l, 1}^{j} d\left(\hat{m}_{l}^{j}\right) ; c\left(\hat{k}_{l 2}^{j}\right)=c\left(\hat{k}_{l 2}^{j}\right)+ \\
& \\
& \quad u_{l, 2}^{j} d\left(\hat{m}_{l}^{j}\right) .
\end{aligned}
$$

The first step indicates a subsampling of $c\left(\hat{k}_{i}^{j+1}\right)$. In the second step, we make use of the local naming scheme to explain what $p_{i, l}^{j}$ is referred to. Because $\hat{k}_{i}^{j} \in \mathbf{B}\left(\hat{m}_{l}^{j}\right)$, we are using the neighbors of $\hat{m}_{l}^{j}$, as illustrated in Fig. 2, to predict the value at $\hat{m}_{l}^{j}$, and $p_{i, l}^{j}, i=1,2, \ldots, 8$ are the coefficients assigned for those neighboring points. We select the butterfly predictor, i.e., $p_{1, l}^{j}=p_{2, l}^{j}=\frac{1}{2}$, $p_{3, l}^{j}=p_{4, l}^{j}=\frac{1}{8}, p_{5, l}^{j}=p_{6, l}^{j}=p_{7, l}^{j}=p_{8, l}^{j}=-\frac{1}{16}$. In the third step, $\hat{k}_{l 1}^{j}$ and $\hat{k}_{l 1}^{j}$ are two endpoints of the parent edge of $\hat{m}_{l}^{j}$. The coefficients $u_{l, 1}^{j}$ and $u_{l, 2}^{j}$ are chosen such that the wavelet has a vanishing integral on the sphere:
$\int_{\Omega} \psi_{l}^{j}(\Omega) d \Omega=0$,
where $\psi_{l}^{j}$ is the wavelet function at $\hat{m}_{l}^{j}$. We construct the wavelet function using the scaling functions as follows:
$\psi_{l}^{j}=\phi_{l}^{j+1}-u_{l, 1}^{j} \phi_{l 1}^{j}-u_{l, 2}^{j} \phi_{l 2}^{j}$,
where $\phi_{l}^{j+1}$ is the scaling function at $\hat{k}_{l}^{j+1}$, and $\phi_{l 1}^{j}, \phi_{l 2}^{j}$ corresponds to the scaling functions at $\hat{k}_{l 1}^{j}$ and $\hat{k}_{l 1}^{j}$, respectively. A vanishing integral of wavelet means $u_{l, i}^{j}=I_{l}^{j+1} / 2 I_{l i}^{j}, i=1,2$, where $I_{l}^{j+1}$ denotes the integral of the scaling function $\phi_{l}^{j+1}$, and $I_{l i}^{j}$ denotes the integral of the scaling function $\phi_{l i}^{j}$, for $i=1,2$.

Split, predict, and update are the three basic steps for forward wavelet transform. The inverse wavelet transform simply reverses these three steps:

## 1. Reverse Update

- $\forall \hat{m}_{l}^{j} \in \mathbf{M}^{j}: c\left(\hat{k}_{l 1}^{j}\right)=c\left(\hat{k}_{l 1}^{j}\right)-u_{l, 1}^{j} d\left(\hat{m}_{l}^{j}\right) ; c\left(\hat{k}_{l 2}^{j}\right)=c\left(\hat{k}_{l 2}^{j}\right)-$ $u_{l, 2}^{j} d\left(\hat{m}_{l}^{j}\right)$.

2. Reverse Predict.

- $\forall \hat{m}_{l}^{j} \in \mathbf{M}^{j}: c\left(\hat{k}_{l}^{j+1}\right)=d\left(\hat{m}_{l}^{j}\right)+\sum_{\hat{k}_{i}^{j} \in \mathbf{B}\left(\hat{m}_{l}^{j}\right)} p_{i, l}^{j} c\left(\hat{k_{i}^{j}}\right), \quad i=$ $1,2, \ldots, 8$.

3. Reverse Split.
$-\forall \hat{k}_{i}^{j} \in \mathbf{K}^{j}: c\left(\hat{k}_{i}^{j+1}\right) \leftarrow c\left(\hat{k}_{i}^{j}\right)$.
In describing the lifting scheme, we have chosen a simple scaling function, the interpolating scaling function:
$\phi_{l}^{j}\left(\hat{k}_{l^{\prime}}^{j}\right)=\delta_{l, l^{\prime}}$,
meaning that the scaling function is one at the evaluating grid point, and zero elsewhere. As a result, the lifting scheme manipulates the data, and so the coefficients of the wavelets and scaling functions by imposing the properties of these functions. In other words, the lifting scheme does not construct the wavelets directly, instead, their coefficients are generated directly. This makes the lifting scheme faster than other wavelet transform, even though the complexity of the transforms may be equal to $O(N)$, where $N$ is the number of significant coefficients.

## 3. Representing the radiation field using spherical wavelets and spherical harmonics

The radiative transfer equation reads
$\frac{d I(\vec{r}, \hat{k})}{d s}=-\sigma_{\text {ext }}(\vec{r})(I(\vec{r}, \hat{k})-J(\vec{r}, \hat{k}))$,
where $I(\vec{r}, \hat{k})$ is the radiance measured at $\vec{r}$ and propagating along $\hat{k}, \sigma_{\text {ext }}(\vec{r})$ is the extinction coefficient, $J(\vec{r}, \hat{k})$ is the source function, and $s$ is the distance along a propagation direction $\hat{k}$. Neglecting the emission source, we may write the source function $J$ as a scattering integral, i.e.,
$J(\vec{r}, \hat{k})=\frac{\omega(\vec{r})}{4 \pi} \int_{\Omega} P\left(\vec{r}, \hat{k}, \hat{k}^{\prime}\right) I\left(\vec{r}, \hat{k}^{\prime}\right) d \Omega\left(\hat{k}^{\prime}\right)$,
where $P\left(\vec{r}, \hat{k}, \hat{k}^{\prime}\right)$ is the scattering phase function for the media with scattering albedo $\omega(\vec{r})$. Assuming that the scattering phase function only depends on the scattering angle $\Theta$, formed by the directions $\hat{k}$ and $\hat{k}^{\prime}$, according to spherical convolution theorem [29], we have
$\widehat{J}_{l m}(\vec{r})=\omega(\vec{r}) \widehat{C}_{l}(\vec{r}) \widehat{I}_{l m}(\vec{r})$,
where $\widehat{I}_{l m}(\vec{r}), \widehat{C}_{l}(\vec{r})$, and $\widehat{I}_{l m}(\vec{r})$ are the spherical harmonics expansion coefficients with degree $l$ and order $m$ for the source function $J$, scattering phase function $P$, and radiance $I$, respectively. In the iteration scheme of SHDOM, the convolution theorem is applied to compute the source function at different locations using the radiance in the form of spherical harmonics. Next, the source function can be converted to the discrete-ordinates domain. Using the source function in the discrete-ordinates domain, one can compute the radiance along a particular direction $\hat{k}$ through the following integration formula, i.e.,
$I(s)=e^{-\int_{0}^{s} \sigma_{e x t}\left(s^{\prime}\right) d s^{\prime}} I(0)+\int_{0}^{s} e^{-\int_{s^{s}}^{s} \sigma_{e x t}(t) d t} J\left(s^{\prime}\right) \sigma_{e x t}\left(s^{\prime}\right) d s^{\prime}$.
The radiance field can then be transformed into the spherical harmonics domain to obtain the new source functions, and so, iteratively obtain the convergence of the radiance field [16]. Thus, the discrete-ordinates sampling and the transformation between the two representations play an important role in the iteration process.

### 3.1. Sampling the discrete-ordinates with spherical wavelets

We use the spherical wavelets as a tool for discrete-ordinate sampling. The angular dependence of the radiation can be decomposed into a series of wavelets at different scales and positions on the sphere.
$I(\vartheta, \varphi)=\sum_{\hat{k}_{i}^{0_{i}} \in \mathbf{K}^{l_{0}}} c\left(\hat{k}_{i}^{J_{0}}\right) \phi_{i}^{J_{0}}(\vartheta, \varphi)+\sum_{j=J_{0}}^{J-1} \sum_{\hat{m}_{l}^{j} \in \mathbf{M}^{j}} d\left(\hat{m}_{l}^{j}\right) \psi_{l}^{j}(\vartheta, \varphi)$,
where $\phi_{i}^{J_{0}}(\vartheta, \varphi)$ is the scaling function corresponding to the location $\hat{k}_{i}^{J_{0}}$ at the coarsest scale, $\left.\psi_{l}^{j} \vartheta, \varphi\right)$ is the wavelet function corresponding to $\hat{m}_{l}^{j}$ at scale $j, c\left(\hat{k}_{i}^{J_{0}}\right)$ is the scaling function coefficient, and $d\left(\hat{m}_{l}^{j}\right)$ is the wavelet coefficient. For two spherical functions $a(\Omega)$ and $b(\Omega)$, we define their inner product as
$\langle a(\Omega), b(\Omega)\rangle=\int_{\Omega} a(\Omega) b(\Omega) d \Omega$.
As such, the coefficients can be represented by the following inner products:
$c\left(\hat{k}_{i}^{J_{0}}\right)=\left\langle I(\vartheta, \varphi), \tilde{\phi}_{i}^{J_{0}}(\vartheta, \varphi)\right\rangle, d\left(\hat{m}_{l}^{j}\right)=\left\langle I(\vartheta, \varphi), \tilde{\psi}_{l}^{j}(\vartheta, \varphi)\right\rangle$,
where $\tilde{\phi}_{i}^{J_{0}}(\vartheta, \varphi)$ and $\tilde{\psi}_{l}^{j}(\vartheta, \varphi)$ are the corresponding dual scaling function and dual wavelet function. Eq. (16) and Eq. (18) are the general expressions for the wavelet transform. The forward wavelet transform (Eq. (18)) computes the coefficients, and the inverse wavelet transform (Eq. (16)) reconstructs the signal from the obtained coefficients. The lifting scheme, as explained in Section 2, is an efficient way of performing the wavelet transform on the sphere [30-32].

Note that, if the coefficient of a wavelet is very small, it can be set to zero without introducing much difference to the original signal. In signal processing, such an operation is called thresholding, which leads to data compression. Notice that, as coefficients are defined on particular grid points, they also represent the weights of these grid points. Therefore, the absolute values of these coefficients can be used as a criterion for selecting important grid points. This is the reason why we can use the spherical wavelet as an adaptive discrete sampling tool.

### 3.2. Spherical harmonics expansion

The directional dependence of radiance can be also represented using spherical harmonics up to a particular degree :
$I(\vartheta, \varphi)=\sum_{l=1}^{L} \sum_{m=-l}^{l} \widehat{I}_{l m} Y_{l m}(\vartheta, \varphi)$.
In this study, we apply the real-valued form of the orthonormal spherical-harmonics basis functions, i.e.,
$Y_{l m}(\vartheta, \varphi)=\sqrt{\frac{2 l+1}{4 \pi} \frac{(l-|m|)!}{(l+|m|)!}} P_{l|m|}(\cos \vartheta) N_{m}(\varphi)$,
where $N_{m}(\varphi)$ is
$N_{m}(\varphi)= \begin{cases}\sqrt{2} \cos (m \varphi), & \text { if } m>0, \\ 1, & \text { if } m=0, \\ \sqrt{2} \sin (|m| \varphi), & \text { if } m<0 .\end{cases}$
The $P_{l|m|}(\cos \vartheta)$ functions are the associated Legendre functions:
$P_{l m}(x)=\frac{1}{2^{l} l!}\left(1-x^{2}\right)^{m / 2} \frac{d^{l+m}}{d x^{l+m}}\left(x^{2}-1\right)^{l}$.


Fig. 4. Band-limited radiation fields with different parameters.
Table 1
The number of grid points for different levels $J$.

| J | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N_{J}$ | 12 | 42 | 162 | 642 | 2562 | 10,242 | 40,962 | 163,842 | 655,362 |

### 3.3. Band-limited radiation fields

In order to investigate the representation of the radiation fields, we shall construct a formula for numerical analysis purposes. We apply the testing radiation fields in terms of the sphericalharmonics coefficients:
$\widehat{I}_{l m}= \begin{cases}g^{0.5 l}, & \text { if } m=0, \\ \frac{1}{2} g^{n l} x, & \text { if } m \neq 0,\end{cases}$
where $x$ is a Gaussian random variable with zero mean and unit standard deviation, $n$ is set to be a number larger than 0.5 , so that the coefficients for $m \neq 0$ decrease faster towards higher degree $l$. And $g$ is the asymmetry factor of the Henyey-Greenstein scattering phase functions:
$P_{H G}(\Theta)=\frac{\left(1-g^{2}\right)}{\left(1-2 g \cos (\Theta)+g^{2}\right)^{3 / 2}}=\sum_{l=0}^{\infty}(2 l+1) g^{l} P_{l}(\Theta)$.
The formula is motivated by the spherical convolution theorem for the iterative computation of source function [16,29]. The characteristics of this function are determined by three parameters, i.e., the highest degree $L$, asymmetry factor $g$, and number $n$ for the case $m \neq 0$. It mimics the forward peak of the radiation fields and the randomness induced by the scattering media. Fig. 2 displays some examples of fields generated with selected $g$, $n$, and a fixed degree $L=20$. These fields can be seen as the directional distribution of radiance within a cloud of particles with the collimated source illuminating from the bottom. The values of the functions are normalised to their corresponding maximum values. As the number $n$ becomes larger, the smoothness of field increases, which also mimics the iterative process towards the convergence in the simulation. It should be noted that, in contrast to the Gaussian random sphere construction [33], this function is not every-
where positive-definite (although, it is almost everywhere positivedefinite). Its construction is mathematically-driven and does not correspond to any particular physical field (Fig. 4).

### 3.4. The transformation between two representations

In this section, we present a method for evaluating the differences between the spherical wavelet and spherical harmonics representations of the radiation field. With the two transforms, the directional dependence of radiance is encoded in wavelet coefficients and harmonics coefficients, respectively. Since the wavelet coefficients are defined at particular grid points, the number of wavelet coefficients is equal to the number of grid points $N_{J}$ (the scaling function is also called the unlifted wavelet, see [21]). Table 1 lists some values of $N_{J}$.

It can be seen that $N_{J}$ increases quite fast with $J$. On the other hand, the number of coefficients used in the spherical-harmonics representations increase with $L$ in the form of $(L+1)^{2}$. For comparison, Table 2 lists the number of coefficients for a selection of degrees.

Consider the following system of equations, relating the discrete-ordinate representation of level- $J$ with the sphericalharmonics representation of degree-L.

$$
\left[\begin{array}{c}
I\left(\hat{k}_{1}\right)  \tag{25}\\
I\left(\hat{k}_{2}\right) \\
\vdots \\
I\left(\hat{k}_{N_{J}}\right)
\end{array}\right]=\left[\begin{array}{cccc}
Y_{1}\left(\hat{k}_{1}\right) & Y_{2}\left(\hat{k}_{1}\right) & \ldots & Y_{(L+1)^{2}}\left(\hat{k}_{1}\right) \\
Y_{1}\left(\hat{k}_{2}\right) & Y_{2}\left(\hat{k}_{2}\right) & \ldots & Y_{(L+1)^{2}}\left(\hat{k}_{2}\right) \\
\vdots & \vdots & \vdots & \vdots \\
Y_{1}\left(\hat{k}_{N_{J}}\right) & Y_{2}\left(\hat{k}_{N_{J}}\right) & \ldots & Y_{(L+1)^{2}}\left(\hat{k}_{N_{J}}\right)
\end{array}\right]\left[\begin{array}{c}
\widehat{I}_{1} \\
\widehat{I}_{2} \\
\vdots \\
\widehat{I}_{(L+1)^{2}}
\end{array}\right]
$$

Note the indices of the spherical-harmonics basis functions have been re-ordered. Let $X_{S H}^{L}$ be the column vector of spherical har-

Table 2
The number of spherical-harmonics coefficients for a selection of degrees.

| $L$ | 0 | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(L+1)^{2}$ | 1 | 121 | 441 | 961 | 1681 | 2601 | 3721 | 5041 | 6561 | 8281 | 10,201 |

monics coefficients, $I_{D O}^{J}$ be the discrete-ordinate radiance vector sampled at level-J, and $A_{J L}$ be the transformation matrix. Then Eq. (25) gives the expression of the discrete-ordinate radiance,
$I_{D O}=A_{J L} X_{S H}^{L}$.
The least-squares solution of this equation, i.e.,
$\widetilde{X}_{S H}^{L}=\underset{X}{\arg \min }\left\|I_{D O}^{I}-A_{J L} X\right\|$,
is
$\widetilde{X}_{S H}^{L}=A_{J L}^{\dagger} I_{D O}^{J}$,
where
$A_{J L}^{\dagger}=\left(A_{J L}^{T} A_{J L}\right)^{-1} A_{J L}^{T}$
is the pseudoinvese computed by Singular Value Decomposition (SVD) [34]. Note that $A_{J L}$ and $A_{J L}^{\dagger}$ are completely determined by the chosen grid points, $\mathbf{K}_{\text {}}$, and spherical harmonics degree L. The spherical wavelets help us find a new set of directions, $\mathbf{U}^{\boldsymbol{}}$, as a subset of $\mathbf{K}^{J}$ :
$\mathbf{K}^{J} \supset \mathbf{U}^{J}=\left\{\hat{u}_{i}\right\}, i=1,2, \ldots, N_{u}$,
by performing forward wavelet transform starting from level-J. At a result, one can construct a transformation matrix using $\mathbf{U}^{\text {}}$, denoted as $U_{J L}$, and so, find the corresponding discrete-ordinate approximations and least-squares solutions:
$I_{D O}^{U}=U_{J L} X_{S H}^{L}$,
$\widetilde{X}_{S H}^{L}=U_{J L}^{\dagger} I_{D O}^{U}$.
Eq. (26) together with Eq. (28) are called the non-adaptive transformations under $A_{J L}$ and $A_{J L}^{\dagger}$. Eqs. (31) and (32) are called the adaptive transformations under $U_{J L}$ and $U_{J L}^{\dagger}$. Obviously, $U_{J L}$ is a submatrix of $A_{J L}$ by reducing some rows.

Note that $\widetilde{X}_{S H}^{L} \neq X_{S H}^{L}$. The discrete-ordinate radiance of level- $J^{\prime}$ corresponding to $\widetilde{X}_{S H}^{L}$ is
$\widetilde{I}_{D O}^{\prime}=A_{J^{\prime} L} \widetilde{X}_{S H}^{L}$.
Let \# $\left(\tilde{I}_{D O}^{\prime}\right)$ denote the number of elements in $\tilde{I}_{D O}^{\prime}$. We define the error in discrete-ordinate radiance space as,
$\varepsilon_{D O}^{I^{\prime}}\left(\widetilde{X}_{S H}^{L}\right)=\frac{1}{\#\left(\widetilde{I}_{D O}^{\prime}\right)}\left\|\widetilde{I}_{D O}^{\prime}-I_{D O}^{\prime}\right\|=\frac{1}{\#\left(I_{D O}^{\prime}\right)}\left\|A_{J^{\prime} L} \widetilde{X}_{S H}^{L}-A_{J^{\prime} L} X_{S H}^{L}\right\|$.
$\varepsilon_{D O}^{J^{\prime}}\left(\widetilde{X}_{S H}^{L}\right)$ evaluates the error with respect to $\widetilde{X}_{S H}^{L}$ using the grid of level- $J^{\prime}$. Using $J^{\prime}$ is because the evaluation of the error with respect to $\widetilde{X}_{S H}^{L}$ is independent of computing $\widetilde{X}_{S H}^{L}$, and so, one may use a different level of grid.

## 4. Numerical results

Given a spherical harmonics degree $L$, a natural question is how to determine the number and locations of the discrete-ordinate samples. Theoretical investigation of this question is beyond the scope of this study. Here we focus on investigating this question via some numerical experiments using the non-adaptive and adaptive transformations.

### 4.1. Non-adaptive transformations

The procedure of the numerical experiments is as follows: for $L=4,5, \ldots, 40$, and $J=1,2, \ldots, 5$, perform the following steps to obtain the error terms,

1. Generate the vector $X_{S H}^{L}$ of length $(L+1)^{2}$.
2. Construct the transformation matrix $A_{J L}$, and compute the discrete-ordinate radiance vector $I_{D O}^{J}=A_{J L} X_{S H}^{L}$.
3. Compute $\widetilde{X}_{S H}^{L}=A_{J L}^{\dagger} I_{D O}$.


Fig. 5. The normalized error term as a function of the highest degree. The upper one is the distribution with $g=0.5$ and $n=1.0$, and the lower one is the distribution with $g=0.8$, and $n=0.5$.


Fig. 6. The normalized error term as a function $N_{u}$ for a selection of $L$. The upper one is the case of $g=0.5$ and $n=1.0$, and the lower one is case of $g=0.8$, and $n=0.5$.
4. Construct the transformation matrix $A_{J^{\prime} L}$ at level- $J^{\prime}=5$ and compute the error term $\varepsilon_{D O}^{J^{\prime}}\left(\widetilde{X}_{S H}^{L}\right)$ using Eq. (34).
Fig. 5 displays the error as a function of $L$ for the selected $J$.
It can be seen that because the sampled grid points are nonadaptive, it will inevitably cause two problems:

1. The number of grid points is too small to obtain high accuracy (such as $J=1$ );
2. The number of grid points is too large, and the efficiency of the computation becomes low (such as $J=5$ ).

### 4.2. Wavelet-based adaptive transformations

An important difference between the spherical-harmonics and spherical-wavelets representations is that the former is global and the latter is local. Due to the property of localisation, the coefficient of a wavelet also suggests the weight of particular location. Roughly speaking, if a wavelet coefficient is small, the information contained at that particular grid point is well represented by its neighbouring points. Thus, one can remove some of the grid points with small coefficients, which leads to what we called the adaptive representation. The principle can be stated using the following approximation:
$I(\vartheta, \varphi)=\sum_{\hat{k}_{i}^{0_{0} \in \mathbf{K}^{0}}} c\left(\hat{k}_{i}^{J_{0}}\right) \phi_{i}^{J_{0}}(\vartheta, \varphi)+\sum_{j=J_{0}}^{J-1} \sum_{\hat{m}_{l}^{j} \in \mathbf{M}^{j}} d\left(\hat{m}_{l}^{j}\right) \psi_{l}^{j}(\vartheta, \varphi)$,

$\approx \sum_{\hat{k}_{i}^{J_{0} \in \mathbf{K}^{J_{0}}}} c\left(\hat{k}_{i}^{J_{0}}\right) \phi_{i}^{J_{0}}(\vartheta, \varphi)+\sum_{j=J_{0}}^{J-1} \sum_{\hat{m}_{l}^{j} \in \mathbf{M}^{j},\left|d\left(\hat{m}_{l}^{j}\right)\right|>t} d\left(\hat{m}_{l}^{j}\right) \psi_{l}^{j}(\vartheta, \varphi)$,
where $t$ is the "tolerance" for this approximation. If the approximation is satisfactory, we may use a smaller amount of grid points to represent the original function, which is similar to the truncation of the higher level grids.

To examine this, we perform the following numerical experiments: for $L=6,9,11,15,20$, and $J=5$,

1. Generate the vector $X_{S H}^{L}$ of length $(L+1)^{2}$.
2. Construct the transformation matrix $A_{J L}$, and compute the discrete-ordinate radiance vector $I_{D O}^{J}=A_{J L} X_{S H}^{L}$.
3. Apply wavelet transform to $I_{D O}^{J}$, i.e., compute the wavelet coefficients, $c\left(\hat{k}_{i}^{J_{0}}\right)$ for all $\hat{k}_{i}^{J_{0}} \in \mathbf{K}^{J_{0}}$, and $d\left(\hat{m}_{l}^{j}\right)$ all for $\hat{m}_{l}^{j} \in \mathbf{M}^{j}$, $j=J_{0}, 1, \ldots, J-1$.
4. Select $N_{u} \approx(L+1)^{2}$ grid points with the largest wavelet coefficients to from a set of grid points, $\boldsymbol{U}^{J}=\left\{\hat{u}_{i}\right\}, i=1,2, \ldots, N_{u}$. Construct the transformation matrix $U_{J L}$ using $U^{J}$.
5. Compute the discrete-ordinate radiance using $I_{D O}^{U}=U_{J L} X_{S H}^{L}$, and recover the coefficients by $\widetilde{X}_{S H}^{L}=U_{J L}^{\dagger} I_{D O}^{U}$.
6. Compute the error term $\varepsilon_{D O}^{J_{O}^{\prime}}\left(\widetilde{X}_{S H}^{L}\right)$ using $J^{\prime}=5$ in Eq. (34).

As a result, for each $L$, we will find approximately $(L+1)^{2}$ adaptive grid points, which is the total number of spherical harmonics coefficients. Fig. 6 displays the error term as a function of $N_{u}$ for a selection of $L$. It can be seen that there is a criti-


Fig. 7. Wavelet-based adaptive grid points for selected degrees. The radiation field parameters are $g=0.5$ and $n=0.5$.
cal line $x_{c}=(L+1)^{2}$ of error transition, meaning for a number of adaptive grid points $N_{u}>x_{c}$, the error will be reduced dramatically. With wavelet transform, we can capture this critical line by selecting the appropriate discrete ordinates based on the magnitudes of their corresponding coefficients. The reduced transformation matrices $U_{J L}$ and $U_{J L}^{\dagger}$ turn out to have a much smaller size than the original transformation matrices $A_{J L}$ and $A_{J L}^{\dagger}$. This makes the transformation between the two representations accurate and efficient. Fig. 7 displays an example of the wavelet-based adaptive grid points with a size around the critical line of $x_{c}=(L+1)^{2}$.

## 5. Concluding remarks

Representing the radiation fields is the first step towards the solutions of radiative transfer problems. We introduce the spherical wavelets as a numerical tool to represent the radiation fields. We compare the spherical-wavelets method with the commonly applied spherical-harmonics method, investigating their transformation error and efficiency using a parameterised function mimicking the characteristics of the radiation field. The characteristics of the method include the following: first, it can provide adaptivity in selecting propagation directions; second, the number of sampled grid points is around $(L+1)^{2}$, which is equal to the number of spherical harmonics coefficients; third, the complexity of the wavelet transform is $O(N)$, where $N$ is the number of significant wavelet coefficients.

Compared to the current popular methods, the spherical wavelets provide a unique way of representing spherical functions. Despite that we apply the spherical wavelets as a discrete sampling tool on the sphere, and its potential is yet to be explored. The lifting scheme is just one way to construct the wavelets on the sphere, there are some other ways to perform wavelets transform, particularly, in a continuous setting. Based on the lifting scheme, we take advantages of the magnitude of the coefficients for adaptive representation, whereas for continuous wavelet transform, one may also take advantage of the properties of the wavelet functions for modeling the radiation fields. This may deserve to be studied in the future. Our goal is to develop solution methods which can have both the advantages of discrete-ordinate-based and spherical-harmonics- based methods. With the spherical-harmonics representations, we have the analyticity and fast integration; with the discrete-ordinates representations, one can compute and update the fields in a flexible and adaptive way, and this is often beneficial for dealing with complex 3-D media. The results demonstrate the feasibility of using the spherical wavelets to obtain adaptive radiation propagation directions. In future work, we shall combine the spherical harmonics and spherical wavelets to solve radiative transfer problems in realistic 3-D media.
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## Appendix A

In this appendix, we give a more detailed description on how to subdivide the grids on the sphere recursively. A nice reference for subdivision is [35]. The information that describes a particular level of grids include: 1. the vertex coordinates on the spherical surface; 2. A matrix of indices that tell which three vertices make up a triangle. The subdivision algorithm finds the next level of grid information based on the previous level. Starting from the 0-level grids, icosahedron, the vertex coordinates and facet indices can be stored in two matrices, i.e.,
$V=\left(\begin{array}{l}x_{1}, x_{2}, \ldots, x_{N_{v}} \\ y_{1}, y_{2}, \ldots, y_{N_{v}} \\ z_{1}, z_{2}, \ldots, z_{N_{v}}\end{array}\right)=\left(\begin{array}{l}\mathbf{x} \\ \mathbf{y} \\ \mathbf{z}\end{array}\right)$,
$F=\left(\begin{array}{l}f_{1, a}, f_{2, a}, \ldots, f_{N_{f}, a} \\ f_{1, b}, f_{2, b}, \ldots, f_{N_{f}, b} \\ f_{1, c}, f_{2, c}, \ldots, f_{N_{f}, c}\end{array}\right)=\left(\begin{array}{l}\mathbf{f}_{a} \\ \mathbf{f}_{b} \\ \mathbf{f}_{c .} .\end{array}\right)$.
By finding unique combinations of two vertices in all facets, we can find the indices of all edges of the 0 -level grids, and, store them in a 2 by $N_{e}$ matrix, i.e.,
$E=\left(\begin{array}{llll}e_{l, 1}, & e_{l, 2} & , \ldots, & e_{l, N_{e}} \\ e_{r, 1}, & e_{r, 2} & , \ldots, & e_{r, N_{e}}\end{array}\right)=\binom{\mathbf{e}_{l}}{\mathbf{e}_{r}}$.
Fig. A. 8 illustrates the facet and edge information (index matrix) stored in the matrices of $F$ and $E$. Because $E$ stores the indices associated with $V$, there is a mapping relation between $E$ and $V$. Making use of the above notations, we can generate two matrices similar to $V$, storing the vertices coordinates associated with $l$ and $r$ points respectively, i.e.,
$V_{l}=\left(\begin{array}{l}\mathbf{x} \\ \mathbf{y} \\ \mathbf{z}\end{array}\right)_{\mathbf{e}_{l}} ; V_{r}=\left(\begin{array}{l}\mathbf{x} \\ \mathbf{y} \\ \mathbf{z}\end{array}\right)_{\mathbf{e}_{r}}$.
The size of $V_{l}$ or $V_{r}$ is 3 by $N_{e}$, because the length of the index vector is $N_{e}$. The coordinates of the new vertices can be computed by
$V_{m}=\frac{1}{2}\left(V_{l}+V_{r}\right)$.
The vertex coordinates of the next level can be stored in a new matrix of size 3 by $\left(N_{v}+N_{e}\right)$, i.e.,
$V_{\text {new }}=\left(V, V_{m}\right)$.
The subdivision algorithm divides one triangle into four, as illustrated in Fig. A.9.

The next aim is to construct the matrix $F_{\text {new }}$, which stores facet indices of the next level grid, i.e,
$F_{\text {new }}=\left(\begin{array}{llll}\mathbf{f}_{a}, & \mathbf{f}_{b}, & \mathbf{f}_{c}, & \mathbf{f}_{e} \\ \mathbf{f}_{e}, & \mathbf{f}_{f}, & \mathbf{f}_{g}, & \mathbf{f}_{f} \\ \mathbf{f}_{g}, & \mathbf{f}_{e}, & \mathbf{f}_{f}, & \mathbf{f}_{g}\end{array}\right)$.
Note that the indices of the new vertices $\mathbf{f}_{e}, \mathbf{f}_{f}, \mathbf{f}_{g}$ correspond to the edges made by
$\binom{\mathbf{f}_{a}}{\mathbf{f}_{b}},\binom{\mathbf{f}_{b}}{\mathbf{f}_{c}},\binom{\mathbf{f}_{a}}{\mathbf{f}_{c}}$.
Because the order of the new vertices is determined by how we arrange the edges, we may construct a $N$ by $N$ sparse, symmetry matrix, storing the relation between the index of the edges and the index of the new vertices, i.e.,
$S\left[e_{l, k} ; e_{r, k}\right]=S\left[e_{r, k} ; e_{l, k}\right]=N+k, k=1,2, \ldots, N_{e}$.
By making using of this sparse matrix, we can conveniently obtain $\mathbf{f}_{e}, \mathbf{f}_{f}, \mathbf{f}_{g}$ by the following equations,
$\mathbf{f}_{e}=S\left[\mathbf{f}_{a} ; \mathbf{f}_{b}\right]$,


Fig. A1. The facet and edge information stored in matrices $F$ and $E$.


Fig. A2. Four small triangles are generated from one by subdivision.
$\mathbf{f}_{f}=S\left[\mathbf{f}_{b} ; \mathbf{f}_{c}\right]$,

$$
\begin{equation*}
\mathbf{f}_{g}=S\left[\mathbf{f}_{c} ; \mathbf{f}_{a}\right] \tag{48}
\end{equation*}
$$

As such, we complete the task of obtaining the new vertex and facet information from the previous level of information, i.e.,

$$
\begin{equation*}
(V, F) \rightarrow\left(V_{\text {new }}, F_{\text {new }}\right) \tag{49}
\end{equation*}
$$
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