
 

 

  
Abstract— Reverse Engineering represents a long-term goal of 

computer science and engineering; it aims at the reconstruction of 
digital models from measured data by means of 3D mathematical 
surfaces and geometrical features representing the geometry of a 
physical part. In this paper, an overview of constrained fitting 
optimization methods specifically devised for the reconstruction of 
mechanical parts is proposed, highlighting the connections between 
the theoretical problem and some practical solutions. Furthermore, 
algorithmic procedures are provided in order to underline the main 
differences between the considered approaches. Critical aspects of 
constrained fitting and recent trends on Reverse Engineering are 
finally presented and discussed. 
 

Keywords— reverse engineering; constrained fitting; CAD 
reconstruction; optimization algorithms.   

I. INTRODUCTION 
he reconstruction of digital geometric models of physical 
objects has been one of the most studied topics of the 

Computer Aided Design (CAD) field for the past 20 years. 
The interest in Reverse Engineering (RE) solutions has been 
recently strengthened as the area of potential applications has 
widened, going beyond the traditional mechanical engineering 
field (e.g. medical [1], topology optimization [2], archeology 
[3], cultural heritage [4], [5]). 

The vast majority of CAD reconstruction processes rely on 
the framework depicted in Figure 1 [6], the first step being the 
acquisition of 3D data (points, mesh) on the surfaces of the 
object to be reconstructed; occasionally, a different 
information source can be used to extract the reference data 
guiding the reconstruction of the 3D model [7]. The acquired 
data is subsequently processed, to identify and extract the 
surfaces composing an object; this phase is usually carried out 
analyzing local geometric properties of the acquired data, e.g. 
differential geometry. At the end of the processing, an 
analytical description, i.e. a digital geometric model, is 
produced.  

In mechanical applications, specifically, the whole process 
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is oriented towards the generation of a proper parametric CAD 
model.  The composing CAD features are required to be 
correct in dimensions, topology and in the existing relations 
between them.  

 

 
Figure 1 – Traditional RE framework. 
 
The reconstruction result needs to be correct with respect to 

both the retrieved topology (i.e. which CAD features compose 
the object, the geometric relations and regularities enforced) 
and the dimensional accuracy. The retrieval of the original 
design intent of a mechanical part and the practical usefulness 
of the reconstructed model highly rely on the imposition of a 
valid set of geometric constraints. The correct functioning of 
mechanical parts, in fact, often depends on geometric relations 
between functional surfaces or features (e.g. parallelism of two 
planes, orthogonality between axes, etc.) and their retrieval is 
in most cases fundamental [8]. 

 

 
Figure 2 – Constrained Fitting Framework  
 
The most pursued strategy to achieve the described goals is 

the so called constrained fitting approach [9]. This class of 
methods introduce a set of geometrical constraints that are 
defined among the identified geometric features and enforced 
by formulating a constrained optimization problem. Basic 
steps composing the typical constrained fitting approach are 
presented in Figure 2: summarizing the whole process, three 
elements are taken as input in the optimization steps: reference 
data, geometric constraints and a set of parameters (i.e. the 
optimization variables) describing the shape of the surfaces 
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constituting the final model. The definition of a coherent and 
solvable constraint set, and the implementation of an effective 
and efficient optimization routine represent one of the most 
difficult and studied aspects of the constrained fitting 
approach.  

Several contributions have been discussed in literature to 
tackle these problems, but an up-to-date survey of the 
optimization techniques implemented to solve these problems 
is still a missing point. Accordingly, the aim of the present 
paper is to address this issue, presenting an overview of the 
optimization algorithms and approaches that have been 
proposed to solve constrained fitting problems in the RE field. 
In Section II, the formalization of the constrained fitting 
problem is presented, providing insights into practical 
solutions proposed in the literature. In Section III and Section 
IV, gradient based and evolutionary optimization algorithms 
are, respectively, introduced, focusing on their application for 
constrained fitting problems. Final considerations are drawn in 
Section V.  

 

II. CONSTRAINED FITTING PROBLEM IN REVERSE ENGINEERING 

A. Formulation 
As a general starting point of the considered framework, we 

assume that a pre-segmented mesh extracted from acquired 3D 
data of an object is available [8], [10], [11]. Specifically, each 
point pij is associated to a surface si that has been previously 
detected by some specific segmentation algorithm [12], [13] ; 
the index j accounts for all the points linked to that surface. 

Since we are dealing with parametric surfaces, the i-th 
surface is completely defined by a column vector of 
parameters xi, whose elements depend on the kind of the 
considered surface and on the adopted mathematical 
description. Hence, if N is the total number of surfaces, the 
parameter vector describing all the object’s surfaces is x = 
[x1

T, x2
T,… xN

T]T , being ()T the transpose operator. 
Moreover, let’s assume that a set of constraints involving 

the elements of x are specified or automatically extracted from 
the acquired data by a suitable constraints-detecting procedure. 
Constraints play a fundamental role in the framework; more 
insights will be given below. 

The aim of the constrained fitting approach in RE is to find 
the best set of parameters x, such that i) the reconstructed 
object’s surfaces are as close as possible to the acquired data, 
ii) the constraints on parameters are satisfied. The problem of 
the constrained fitting can be formulated as  
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In (1), F(x) is namely the objective function that accounts 

for the unconstrained fitting error, that is, the discrepancies 
between the parametric surfaces and the acquired data; gk and 
ck are the k-th inequality and equality constraint, respectively, 

that involve one or more parameters, potentially belonging to 
more surfaces.  

According to the previous formulation, the constrained 
fitting for RE is a global optimization problem (as highlighted 
by the attempts at solving the problem with a local 
optimization algorithm discussed in [14]) that requires a 
balancing between the approximation and the constraint 
satisfaction. In the following subsections, a discussion on 
suitable choices for the objective function and the constraints 
is provided, considering both the RE and the mathematical 
point of view.   

B. Objective function 
The rationale behind the objective function is to measure 

how far the parametric surfaces are from the points of the 
dataset, according to some measure function. Consequently, 
the aim is to reduce such distance in order to improve the 
fidelity of the reconstructed object to the data. 

Algebraic metric has been initially adopted in the literature 
for the fitting of quadric surfaces [11]. The concept can be 
introduced by generally considering a polynomial description 
of the i-th surface:    

 
0=iijxhT , (2) 

where hij is the measurement vector whose element are 
given by monomial of coordinate of the acquired point pij. For 
instance, if pij = (x,y,z) is a point associated to plane then 
hi=[x,y,z,1]T and xi=[u,v,w,d]. In practice acquired data are 
affected by noise; thus, the right member of (2) can be 
generally substituted by an offset term εij ≠ 0.  If mi 
measurements are provided, then local algebraic fitting of the 
i-th surface is formulated as a (ordinary) least squares problem 
over all the εij; the functional to be minimized is 
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where the element of the square matrix Hi in position (l,q) is 

 

iqili hhH Tql =),( . (4) 

 
By extension, the objective function related to algebraic 

fitting of the whole object is 
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being H a diagonal block matrix containing the local fitting 

matrices ωiHi. Please note that the term ωi is an eventual 
positive weighting factor to enforce priority fitting on i-th 
surface. 

The main advantage of using (5) is given by its quadratic 
form, which is in practice strictly convex; by imposing simple 
normalization on xi to avoid trivial solutions (e.g., a2 + b2 + 
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c2= 1 in the case of a plane), this leads to an eigenvalue 
problem whose solution can be managed by efficient and 
numerically stable algorithms.  Furthermore, the system matrix 
H is sparse and can be computed only once, preferably in an 
off-line stage. Werghi [9], [15] has also given a statistical 
interpretation of algebraic fitting as the likelihood function of 
range data over the parameters if the offset term εij is modelled 
as additive Gaussian and its statistics are known, a weighted 
least squares approach can be followed by inserting 
appropriate scalar weights in (4). 

Even though algebraic fitting is appealing for its ease to be 
solved, it is not linearly related to geometrical distance 
between surfaces and points. Indeed, the term εij only accounts 
for the overall algebraic offset from 0 due to the noise 
affecting the point’s coordinates; such an offset is a function of 
the measurement vector, that is, of polynomial combinations of 
point’s coordinates. Since ordinary least squares method does 
not consider how the noise affects each coordinate, the 
solution qualitatively tends to compensate more for 
coordinates with higher polynomial degrees, even when the 
acquisition error is homogeneous for all coordinates. This 
leads to significant shape bias when considering simply curved 
surfaces [11], which cannot be acceptable for RE purposes. 

A straightforward alternative to algebraic distance is the 
Euclidean distance: 

 

∑
=

−=
im

j
iiji spf

1

2
)()( ii xx , (6) 

 
where si(xi) denotes that the surface depends on the 

associated parameters vector. It should be noted that Euclidean 
metric and algebraic one generally differ, being linear 
structures (lines and planes) noticeable exceptions. Form an 
operative point of view, the Euclidean distance requires to find 
the closest point on a surface for each acquired point; hence, it 
deals with geometric distances and represents a suitable 
solution for RE application. Nevertheless, (6) is generally a 
non-convex function; hence, no general closed form solution 
for the minimization of (6) is available, even for quadric 
surfaces [11]. Optimization problems dealing with non-convex 
functionals are encountered across several engineering fields 
[16], and sub-optimal solving algorithms are usually and 
possibly developed to avoid unfeasible computational costs. 
As a simple example, let’s consider the case of the Euclidean 
distance between a sphere having parameters xi = [r,x0,y0,z0]T  
(r is the sphere radius, being the remaining parameters the 
center’s coordinate) and generic points pij = (xj,yj,zj); it yields 
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The objective function in (7) is non-convex; hence, its 
constrained minimization is a non-trivial task. 

Euclidean distance has been less considered in the RE field 
due to its mathematical complexity. Some efficient 

implementations have been proposed [17], [18]; alternative 
measures have been also investigated in the literature for 
fitting purposes, such as Taubin distance [19], or for similarity 
detection, such as Haussdorf distance [20].  

In order to improve the tractability of the mathematical 
problem as well as the computational efficiency of solving 
algorithms, the concepts of faithful distances and efficient 
representation have been introduced and widely exploited in 
the RE community [8], [10], [21].  

The rationale behind the faithful distance follows from the 
fact that the exact measure of the Euclidean distance between a 
surface and a point for every reciprocal position is not strictly 
necessary, but increasing accuracy is required as they get 
closer. Hence, a distance is faithful to the Euclidean one if [8]  
i) is zero when the point is on the surface, ii) its derivative on 
the surface is unit and orthogonal to the surface. Since faithful 
distance relaxes the original metric, there exist several 
possibilities for a given scenario and the most suitable ones 
can be accordingly chosen. As to previous example, a faithful 
distance for (7) is  
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It is worthy to note that algebraic distances are commonly 

also faithful distances. 
Efficient representation involves the choice of suitable 

parameters set such that the objective function F(x) can be 
factorized as 
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where S and P are vector field of the same dimensions and  
 

)()(
,

ij
T
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The above formulation can be exploited in gradient based 

methods to save the computational efforts by calculating the 
matrix M in advance. For instance, (3) and (8) are also 
examples of efficient parametrization. Further computational 
resources can be saved, if the parametrization is chosen such 
that S(x)=x, which implies the gradient and Hessian matrix of 
(9) are 2Mx and 2M, respectively. Nevertheless, this approach 
might increase the length of the parameters vector [8]. 

 

C. Constraints 
The enforcement of constraints is required to provide a 

meaningful reconstructed object at the end of the optimization 
procedure; by meaningful, we intend suitable for industrial 
purposes, possibly in accordance to the original designer’s 
intent and editable in a CAD environment. The significance of 
each mechanical part of the reconstructed model is therefore 
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strongly related to the number, the quality and the validity of 
the constraints [10], [14]. For instance, in the reconstruction of 
a cylinder, perpendicularity of the base surfaces with respect to 
the lateral one is mandatory, even at the expense of a poorer 
fitting to the acquired data (e.g., if they are strongly 
corrupted); otherwise, the reconstructed object would be 
barely useful, failing the main purpose of RE of mechanical 
parts. 

There exist two main approaches for the definition of 
constraints in the literature: automatic (or semi-automatic) 
detection [10], [21]–[23] and user defined [9], [15], [24], [25]. 
Automatic constraints recognition in RE is a very attractive 
field, because relieves the designer from a tedious and long 
task and allows less experienced users to perform the 
reconstruction process. Nevertheless, it still represents a 
challenging goal when considering very complicated objects. 

Whichever the approach to constraints detection is, the 
validation of constraints represents another key aspect in RE. 
Indeed, the probability that a human or a machine-guided 
procedure introduce redundant or contradicting constraints 
increases as the number of parts of a mechanical object grows. 
While in the former case an unnecessary complexity has to be 
faced, in the latter the reconstruction process is likely to fail or 
never converges; hence, automatic routines capable to manage 
detect and, eventually, resolve such situations are desired. 
However, a discussion of such methods is beyond the scope of 
this paper. 

Interestingly, there is no common starting point for several 
authors whether only equality constraints [8], [10], [21] or 
inequality constraints [9], [15], [23], [25] should be considered 
in the RE framework. Inequality constraints are more general, 
since equalities can be rewritten as two complementary 
inequalities. Furthermore, inequalities allow to consider 
tolerances on mechanical parts and seem more suitable from 
an engineering perspective. However, there are circumstances 
where reasonable values for tolerances cannot be easily 
determined, because constrained relations are cumbersomely 
connected to physical properties of the object (see intrinsic 
constraints below). Additionally, noticeable optimization 
routines have been devised in RE field considering equality 
constraints. Thus, for sake of completeness, both kinds of 
relations have been expressed in (1). 

Constraints can be mainly classified into two categories [9], 
[15]: intrinsic and extrinsic. Constraints belonging to the 
former class enforce geometric properties of the shape of a 
given surface. For instance, given the generic quadric surface 
equation is 
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specific conic surfaces can be enforced in the reconstruction 

process by imposing different mathematical relations on the 
parameters (please note that (10) can be rearranged in the form 

of (2)). In the case of a sphere, the constraints in (1) can be 
written as 
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where the inequality assures a non-negative radius 

(degenerate cases of plane (a=0) and point are allowed). 
Please note that introducing tolerances in the parameters of 
(12) would allow a morphing of the sphere; nevertheless, this 
approach is questionable from a reconstruction that is carried 
out following a feature-based paradigm, because we started 
assuming to look for a sphere and not for something that is like 
a sphere. Additionally, poor tolerance settings may cause 
hardly predictable geometrical results in the reconstructed 
object.  

Extrinsic constraints enforce topological and geometric 
relations between different surfaces of an object. Parallelism, 
orthogonality, relative orientations, concentricity, coaxiality, 
tangency, predetermined distances are some examples of 
features that are part of this class. For instance, orthogonality 
between two planes, namely hp1 and hp2, is given by 

 
0),,,,,( 212121222111 =++= wwvvuuwvuwvuc , (13) 

 
 
A know tolerance angle τ ≥ 0 taking into account eventual 

mechanical or production imperfections can be introduced by 
modifying (13) and considering inequality relations: 
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The equality relation in (14) assures unit norm of the 

parameters; they can be considered as intrinsic constraints and 
tolerances on them should be avoided. A substantial list of 
constraints in both 2-D and 3-D spaces is provided in [8]. 

Although common constraints can be usually described by 
linear or quadratic form, more complex mathematical 
descriptions may arise in the formulation of the RE problem. 
In order to contain the complexity burden, auxiliary objects 
can be introduced [8]. Auxiliary objects are virtual geometric 
structures, such as points, lines, planes, that are associated with 
no acquired data, but that are devised only to simplify the 
constraints formulation. A typical example is the enforcement 
of the intersection of three or more planes in a point: in this 
case it is convenient to extend x to x1=[xT , xa

T]T , introducing 
the virtual point xa=[xa,ya,za]T in the parameters, and forcing it 
to lie on each planes. Auxiliary objects are introduced at the 
expense of more mathematical relations, but they are not 
involved in the computation of the objective function. 
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Finally, it is worth to note that the analytical expression of 
constraints plays an important role in the classification of the 
minimization problem (1) and, consequently, in its solvability. 
This aspect is particularly crucial for optimization procedures 
based on gradient methods.  

III. GRADIENT BASED OPTIMIZATION ALGORITHMS 
The study of optimization techniques based on gradient-

based methods is a long-term topic. In this paper, we focus on 
two main gradient based optimization techniques for 
constrained fitting in RE field: sequential unconstrained 
minimization [9] and sequential constraints satisfactions [8]. 
Even though other remarkable study on RE have been 
presented more recently, they still represent state-of-art in the 
field. They require that both the objective function and the 
constraints relations are continuously differentiable. Moreover, 
they solve local optimization problems; if a non-convex 
minimization problem is considered in (1), these methods may 
only converge to a local minimum of F(x). 

A. Sequential unconstrained minimization 
In sequential unconstrained minimization, only quadric 

surfaces and constraints are managed. Specifically, the 
objective function is strictly convex and is on the form of (5), 
where positive definiteness of the system matrix H is enforced 
by both its dependence of acquired data and its construction by 
means of (3) and (4). As to the constraints, they are generally 
considered by inequalities of the form 
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T
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where A is not generally positive definite or positive 

semidefinite. Inequality (15) would generally induce a non-
convex problem. Hence, the modified version (16) is used in 
(1) to assure convexity: 
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By eventually assuming that all gk have linearly independent 

gradient, it is known that (1) is a convex optimization problem 
and it satisfies the Karun-Kush-Tucker conditions [26]; hence, 
its unique solution exists and it is also the unique solution of 
the unconstrained problem (17) for an optimal positive weight 
vector λ=[λ1,…,λMi]T: 
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Since (17) is a convex and continuously differentiable 
problem, equating its gradient (with respect to both x and λ) to 
zero theoretically suffices to compute the optimal set of 
parameters x. Unfortunately, this approach is convenient only 
when further assumptions on the mathematical structure yield 
to a closed form solution of (17). In the general case, the 
values of λ are unknown and numerical routines must be used. 

Sequential unconstrained minimization is an iterative 
routine that exploits the convergence of (17) towards the same 
solution of (1) for increasing values of λ. The idea is the 
following: at the m-th step, elements of λ(m) are increased from 
their previous values λ(m-1) and are substituted in (17), in order 
to obtain an unconstrained minimization convex problem; then 
it is solved with respect to x(m) starting from the previous 
iteration’s value x(m-1). The procedure is repeated until all 
constraints are satisfied. The algorithmic structure is provided 
below: 

 
1. Initialize λ = λ(0) and x  = x(0) 
2. While ∃ k such that 0)( >xkg do 

a. λ = Update(λ)   

b. Set e(·)= ∑
=

λ+
iM

k
kk gF

1
)()( ··  

c. x = LMsolver[e(·), x] 
3. End While 

  
At step 1, x(0) is computed by merging the solutions of the 

unconstrained fitting problems (3) for each surface, 
considering only intrinsic constraints (e.g.: normalization 
constraints, positive radius). Then the k-th element of λ(0) is 
obtained according to ( ) )(/ )0()0( xx kk gF=λ , in order to 

avoid the trivial zero vector solution. The initialization of the 
parameter vector is key point to guarantee the convergence of 
the algorithm as well as to minimize the number of iterations.  

After the updating of elements of λ, which is usually carried 
out by simply adding positive constants, the solution x is 
updated at step 2c by minimizing e(x) according to a 
Levenberg-Marquardt routine [27]. Specifically, LMsolver 
requires the error function e(·) and the starting point x as well 
two positive quantities that determine the optimization 
behavior, that is, the initial step s0 and the on the tolerance εth. 
In the following, the sketch of the LMSolver is reported (I is 
the identity matrix): 

 
1. Initialize s=s0, ε = ∞ 
2. While ε > εth  

a. Set ε0= e(x) 
b. Compute G = gradient[e(x)] 
c. Compute H = Hessian[e(x)] 
d. Compute Hm = H + sI 
e. Solve Hm Δx = -G w.r.t. Δx 
f.     εnew = e(x+Δx) 
g. If εnew < ε 

i. Set x = x+Δx, ε = εnew 
ii. s = Decrease(s) 

h.     Else 
i. s = Increase(s) 

ii. Go to point 2d 
i. End If 

3. End While 
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It has to be pointed out that several variants of such 

algorithm exist, considering different stopping conditions of 
Hessian update. Furthermore, the efficiency is strongly related 
on the implementation of Decrease() and Increase() functions, 
as well as on the quantity checked at step 2e. Optimal settings 
in such sense are strongly dependent on the scale of error 
function e(·). Werghi has also discussed a numerical instability 
issue of Levenberg-Marquardt algorithm related on the update 
of λ, proposing a variant of LMSolver to overcome the 
problem. For sake of space it has been omitted; the interested 
reader can refer to [9]. 

B.  Sequential constraints satisfactions 
Sequential constraints satisfaction is an iterative constrained 

fitting optimization routine that manages only equality 
constraints. At each step of the procedure, the validity of the 
constraints is checked according to specified priorities and the 
unfeasible ones are discarded; furthermore, efficient 
exploration of the solution space is performed by using a 
minimum set of independent parameters. In the original paper 
[8], a quadratic objective function has been used, since faithful 
and efficient representations of the surfaces are adopted. Even 
though this assumption reduces the computational burden, is 
not generally required for the validity of the method.  

The constrained fitting problem in (1) is firstly 
approximated and reduced to a compact form. We start by 
considering an approximate version  
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where the objective function and the equality constraints 
have been replaced by their second order and first order Taylor 
expansions, respectively. In (18) we indicate Δx=(x - x ); the 
gradient and the Hessian matrix of the objective function F as 
F′ and F ′′ , respectively; moreover, we compact the notation 
constraints by means of vector c and matrix c′ , that represent 
the Me equality constraints functions and their derivatives 
w.r.t. x, respectively. Without loss of generality, let’s assume 
that the constraint set is ordered according to some given 
priority scheme, being the most important at the top of vector 
c . The problem can be finally rewritten by further compacting 
the notation, defining  
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where d has length Nd. Substituting (19) in (18), yields  
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The iterative procedure is the following: at the m-th step, the 

quantities in (19) are computed assuming x = x(m-1); then a new 
value of the extended vector d(m) is obtained by solving (20); 
finally, the new parameter vector is computed by backward 
substitution of the first relation in (19), i.e., x(m)= x +x(m). The 
procedure is repeated until some optimality tolerance is 
satisfied. 

The solving procedure for (20) is divided in two phases: 
dimensionality reduction and unconstrained minimization. The 
former step aims at extracting a minimum set of independent 
parameters that satisfy the constraints by means of a Gaussian-
elimination-like procedure. Starting from the first row of C 
(which corresponds to the highest priority constraint) the 
coefficient cl having the highest absolute value is selected, 
being l its position in the row. We firstly observe that by 
construction of C necessarily follows that 
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Thus, we rewrite d as 
 

11dMd = , (22) 
 

being M1 and d1 given in (23). Please note that now both the 
number of columns of the former and the number of rows of 
the latter are (Nd-1). 
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Equation (22) can be plugged in the equality constraints of 
(20), yielding 

 
( ) 0dCMCd 11 == , (24) 

 
Next, the dimensionality reduction process can be iterated 

starting from the second row of ( )1CM and so on, until a 
minimum dimensional vector d* is obtained as in (25): 

 
 

e
K

MK ≤=∏
=

,
1

*

j
jdMd . (25) 

 
The equality in the above relation strictly holds when all the 

constraints are linearly independent and not contradicting. A 
key feature of the algorithm is that eventual exceptions are 
detected during the dimensionality reduction process. If a row 
is linearly dependent from the previous ones, it will end to 
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have all null entries at its turn. In this case the procedure jumps 
to the next row, discarding the constraint. On the contrary, if a 
constraint contradicts some of the previous ones, its 
corresponding row will end to have null entries except the last; 
thus, the procedure can be either halted or the fault constraint 
can be discarded, continuing to the next row. 

The unconstrained minimization phase is eventually carried 
out at the end of the dimensionality reduction process. By 
plugging (25) into the objective function of (20), a classical 
eigenvalue problem is obtained w.r.t. d*: 

 

( ) *

j
j

j
j

* dMAMdminimize













∏∏
==

K

K

TT

1

1 . (26) 

 
The problem in (26) can be efficiently solved by 

consolidated numerical routines. Furthermore, computational 
and memory resources can be saved in the processing of the 
system matrix by considering that Mj is sparse. It should be 
noted that trivial solutions of (26) are avoided because the last 
element of d* is unit.  

The overall procedure is summarized in the following. We 
consider a stopping threshold on the absolute change of x for 
sake of synthesis. As to the initialization vector x0, it can be 
obtained by unconstrained fitting of each single surface [8]. 

 
1. Initialize 0xx = , ε = ∞ 
2. While ε > εth 

a. Compute the quantities in (19) 
b. Compute (M1… MK) by dimensionality 

reduction applied on C 
c. Compute d* by solving (26)  
d. Compute d by means of (25) 
e. Extract Δx from d according to (19) 
f.     Δxxx +=  
g. ε = | Δx | 

3. End While. 

IV. EVOLUTIONARY OPTIMIZATION ALGORITHMS 
Optimization by means of evolutionary strategies relies on 

iterative exploration of the solution space by means of random 
editing (mutations) of previously explored parameters vectors 
(population). Evolutionary algorithms for constrained fitting in 
the RE field have been proposed by Robertson et al. [25], [28]; 
their approach is discussed here.  

According to the problem statement in (1), an overall 
parametrization x of surfaces extracted from a noisy 3-D 
dataset is assumed (the RANSAC algorithm for extraction of 
primitives [29], [30] has been adopted in the original paper). 
The objective function is based on the Euclidean distance and 
it is defined as 

 

∑ −=
=n

in
Ni

spF 2
,,1

)(min)( ixx


 (27) 

 

where the index n runs on all the points dataset. Noticeably, 
(27) is not convex in general nor requires a fixed association 
between each point and a surface. As to the constraints set, it is 
divided in three groups: linear constraints (both equalities and 
inequalities), nonlinear equalities and nonlinear inequalities, 
namely {L}, {Ne} and {Ni}, in that order. 

The procedure is based on the GENOCOP III algorithm, 
which, in turn, is based on GENOCOP I algorithm [31]. For 
sake of space, only an outline of the GENOCOP III processing 
is reported here. In GENOCOP III, two populations R and T 
are considered: the former, namely reference, contains only 
parameters vectors that satisfy all the constraints (fully 
feasible); the latter, search, contains vectors parameters that 
satisfy {L} but not necessarily {Ne} and {Ni}. 

 At each step, the GENOCOP I algorithm runs over T 
starting from the best value of the previous iteration x(m-1), 
generating a new population T whose elements satisfy 
necessarily {L}. Then, for each element t of T that does not 
fulfil {Ne} or {Ni} a new element z is randomly generated  

 
)r(tz aa −+= 1  (28) 

 
where a is a uniformly distributed random number in (0,1) 

and r is an element of R. Equation (28) is repeatedly applied 
until z is fully feasible. Then r is replaced in R by z, whereas t 
is replaced in T by z only with some specified probability. At 
the end of the step, the best value x(m) is obtained by evaluating 
the objective function on all the elements of T and the feasible 
elements of R. 

According to the described procedure, the evolutionary 
exploration of the space is carried out by the GENOCOP I 
algorithm at the beginning of each step; however, since it can 
handle only linear constraints, the subsequent steps of 
GENOCOP III are necessary to generate new fully feasible 
parameters for the problem in (1). 

An appealing feature of GENOCOP III is that a fully 
feasible solution is provided at the end of each step, which is 
not the case of the previous GENOCOP II algorithm [32]. 
However, initial fully feasible guesses must be provided, 
whereas this has not required in GENOCOP II. 

V. DISCUSSION 
In this paper, the constrained fitting problem for RE 

engineering of mechanical parts has been formalized and 
discussed. Furthermore, state-of-art techniques devised to 
solve the problem have been revised, by focusing on the 
algorithmic structure. The main distinction between two 
gradient based approaches and an evolutionary one has been 
drawn not only to distinguish different philosophy solving 
algorithms, but also because some important practical 
considerations can be stated. 

Firstly, the number of RE methods that rely on gradient 
based optimization is greater than those ones adopting 
evolutionary algorithm. A possible explanation has been given 
in [9]: “We believe that the evolutionary techniques are 
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suitable mainly to the optimization cases where objective 
functions and constraints are very complex, presenting hard-
handled aspects such nonlinearity, non-differentiability, or do 
have not explicit forms. Indeed, the earlier mentioned 
characteristics of these techniques allow them to by-pass these 
problems. As our optimization problem does not have these 
problems, the operational research techniques are more 
appropriate”. Nevertheless, to the best of our knowledge, no 
remarkable work on gradient based optimization implementing 
the Euclidean distance in 3-D space for has been proposed in 
the RE field. This aspect may be crucial when considering RE 
of complex objects starting with low quality data, due to the 
bias issue discussed in Section II. Moreover, convexity of 
gradient based methods is also guaranteed by prior points 
classification, which implicitly relies on a good association of 
each point with one object’s surface. Non-convex objective 
functions, such as (27), seem more appropriate when this is not 
the case. 

Among the class of gradient optimization, sequential 
unconstrained minimization represents the first remarkable 
work. It has been subsequently exploited in a feature-based 
solid model reconstruction technique working on 2-D contours 
[23]. A very similar approach has been used for the 
decomposition of complex RE problems [22]. In [21], it has 
been extended to handle B-spline for the reconstruction of 3-D 
surfaces from 2-D sectional curves. Remarkably, the authors of 
[21] also affirm that sequential unconstrained minimization has 
been preferred to sequential constraints satisfaction due its 
superior robust convergence performance.  

Sequential constraints satisfaction overcomes some 
important limitations of sequential unconstrained 
minimization, such as managing of quadric surfaces, complex 
constraints formulation, requirement of constraints feasibility 
and independence. It has been successfully adopted in 
noticeable RE solutions, such as reconstruction of 
topologically consistent B-REP models [33], automatic 
recognition of surface constraints [10], as well as for 
beautification process [34]–[36]. This last class of approaches 
firstly performs an independent fitting of surfaces and 
subsequently enforces geometric relations; any deviation 
analysis w.r.t. the reference data is in this case omitted, as the 
only input considered for the imposition of constraints are the 
previously-fitted surfaces. The decoupling of reference data 
and constraints allows for a more efficient formulation of the 
reconstruction problem, but also imposes a simplification that 
has consequences on the quality of the obtained result.  

Evolutionary algorithms have been widely considered in 
several scientific problems due to their specific attractive 
features: i) no requirement on convexity (global optimization), 
ii) no requirement on continuity or differentiability, iii) easy 
implementations, iiii) they often succeed in practical 
applications where other methods (e.g., gradient-based 
optimization) cannot be applied. On the other side, 
convergence properties are theoretically demonstrated for few 
simple cases; moreover, routines might be very resource 

demanding.  For the interested reader, Fayolle and Pasko [37] 
have considered an evolutionary approach for the related 
problem of reconstructing the feature tree starting from 
primitives unconstrainedly fitted on an acquired 3-D dataset. 

Constrained fitting represents, in general, a valid approach 
to tackle the reconstruction of mechanical parts and to 
consider significant geometric constraints in the final result; 
several variations of the basic approach have been proposed in 
the scientific literature and also implemented, to some degree, 
in most advanced reverse engineering software packages (e.g. 
[38]).  

While the models generated with this class of approaches 
can better represent the original design intent of the designer, 
it must be underlined that constrained fitting aims at 
reconstructing the geometrical information of an object; it 
therefore represents only a part of the entire RE process. By 
considering recent trends in the field, several efforts have been 
spent to devise new techniques for both solid features 
recognition and topology reconstruction. Indeed, topological 
consistency of the reconstructed object is a fundamental 
feature to grant subsequent editability by a CAD user. The 
retrieval of a complete modelling history, provided with 
associativity relations, defining a parametric representation for 
the reconstructed CAD model, is still an open issue in the RE 
field. Additionally, a parametric representation compatible 
with at least one major renowned CAD/CAE software package 
is the result desired by reverse engineers; 

 It must be noted that the retrieval of an object’s modeling 
history is a problem characterized by more than one solution, 
even in most simple cases. As an example, the modeling of a 
solid cylinder could be achieved by using one of the following 
procedures: i) a revolution function (revolving a segment 
parallel to the revolution axis), ii) an extrusion of a circle or 
iii) a loft operation with a segment as guide curve and a circle 
as section. In this example, each representation is equally valid 
if additional context is not provided. A CAD user could prefer 
depending on his/her needs, the application, and possible 
modifications that need to be executed on the model, one 
solution over the others.  

Up to this date the only viable option to assure a satisfying 
result is to rely on a user-guided reconstruction framework 
carried out within a dedicated software (e.g. Geomagic Design 
X, Polyworks). Such systems are provided with a parametric 
modeling environment that allows the user to select the 
preferred reverse modeling strategy. Recently, a novel 
reconstruction strategy, inspired by the constrained fitting 
approach, has been proposed in [39]; it aims at the 
reconstruction of parametric CAD models defined by a 
suitable associative modelling history. The authors are 
currently studying a possible solution based on the proposed 
reconstruction paradigm that will be hopefully discussed in a 
future publication.  
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