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Abstract
The theoretical cornerstoneof statisticalmechanics is the ergodic assumption, i.e. the assumption that the
time averageof anobservable equals its ensemble average.Here,we showhowsuch aproperty is present
when anopenquantumsystem is continuously perturbedby an external environment effectively observing
the systemat randomtimeswhile the systemdynamics approaches the quantumZeno regime. In this
context, by largedeviation theorywe analytically showhow themost probable value of theprobability for
the system tobe in a given state eventually deviates from thenon-stochastic casewhen theZeno condition
is not satisfied.Weexperimentally test our resultswithultra-cold atomspreparedon an atomchip.

1. Introduction

Ergodicity plays a key role in statistical physics. In classicalmechanics itwas introduced byBoltzmann [1] and
corresponds to the fact that over a long period of time all portions of phase space (of constant energy) are visited for
a time proportional to the respective phase space volume. As a consequence, time and ensemble (i.e. phase space)
average of dynamical variables coincide eachother for an ergodic system.Then, the notionof ergodicitywasfirst
extended to quantummechanics by vonNeumann [2, 3]. Themaindifficultieswere thequantumgeneralisation of
the classical phase space, as investigated later byWigner [4], and the concept of distance between quantum states.
The vonNeumanndefinitionof ergodicity has then been criticised as summarised in [5–7]. This has led to a revised
definition of quantumergodicity byPeres [5]basedonhis definitionof quantumchaos, and by considering
observables as time dependent operators in theHeisenberg picture.Hehas hencedefined quantumergodicity by
the equality of the time average of an arbitrary quantumoperator and its ensemble average.More recently, in [7, 8]
quantumergodicity has been studied in terms of the energy structure of the system, namely its eigenenergies and
energy spacings. The absenceof degeneracies then leads to the ergodic property of coinciding time and ensemble
averages,without involving the notionof quantumchaos.Moreover, ergodic dynamics has beendemonstrated in a
small quantumsystemconsisting of only three superconducting qubits, as a platform for investigating various
phenomena innon-equilibrium thermodynamics [9].

In a different framework, the theory of large deviations (LD) allows one to investigate the asymptotic
exponential decay of probabilities associatedwith largefluctuations of stochastic variables, for both classical and
quantum systems [11–13]. The LD theory has been discussed in the context of quantumgases [14], quantum
spin systems [15] and, especially, quantum jump trajectories [16, 17] for open quantum systems. In the latter
case, the thermodynamics of a quantum system in continuous interactionwith the environment (external
reservoir) has been studied and the statistics of quantum jumps in the long time limit has been treated from the
point of view of dynamical phase transitions in the trajectory space. As amatter of fact, the dynamics of any open
quantum system can be always described in terms of a unitary interaction between the system and an external
environment followed by a projective (jump)measurement [18].

An open system, i.e. a system exchanging energy and/ormatter with its external environment (usually far
from an equilibrium regime), is dissipative when its total energy is not a preserved quantity, and the system
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integrability turns out to be broken [10]. In our case, the dissipation is introduced by applying stochastic
quantummeasurements to afinite-dimensional quantum system realisedwith cold atoms, andwe study the
survival probability of the quantum system in its initial state. Thefluctuations in themeasurement outcomes
both in time and for different realisations allowus to define an equivalent of time and ensemble averages, and to
study an ergodic property of the system.

It is worth emphasising how themonitoring of a given quantum systemby a frequent enough series of
measurements is linked to thewell-known quantumZeno effect (QZE) [19, 20], resulting from the statistical
indistinguishability of neighbouring quantum states [21]. Experimentally, the quantumZeno effect has been
observed on awide range of different experimental platforms, with ions [22], polarised photons [23], and cold
atoms [24]. In particular, in [24] in a systemof cold sodium atoms trapped in a far-detuned standingwave of
light, it has been observed how the decay features of the atoms are suppressed (Zeno effect) or enhanced (anti-
Zeno effect)with respect to the unperturbed case, according to the frequency of themeasurements. Very
recently, the stochastic quantumZeno effect (SQZE) has been introduced [25, 26], analysing the dependence of
Zeno phenomena on a source of randomness in a protectivemeasurement sequence. In particular, in [26] a
general quantum system subjected to an arbitrary butfixed number of consecutive projectivemeasurements is
considered. If the time interval between themeasurements is randomly distributed, the survival probability, i.e.
the probability to remain in the initial quantum state is itself a random variable taking on different values
corresponding to different realisations of themeasurement sequence. The sensitivity of such survival probability
with respect to the stochasticity in the time interval between themeasurements has been also quantified by
means of the Fisher information [27].

Themain result of the present article is the theoretical and experimental demonstration, by applying LD
theory, of the equivalence between the analogous of time and ensemble averages of the corresponding stochastic
series of quantumprojectivemeasurements, hence the presence of ergodicity, when approaching the quantum
Zeno regime. This property will pave theway towards the development of new feasible schemes to control
quantum systems by tunable and usually deleterious stochastic noise.

Given an observableO, we introduce two schemes to take into account the presence of stochastic noise
arising froman external environment applying effectively consecutive quantumprojectivemeasurements to the
system, as shown infigure 1. Thefirst scheme is based on themeasurement ofO after the single dynamical
evolution of a system that does interact with the environment at times being stochastically distributed
(geometric averageOG). The second scheme consists of the averaging of the final observable outcomes over
different dynamical realisations of the system each periodically interacting with the environment (arithmetic
averageOA). Then, different realisations correspond to different time intervals in the system-environment
interaction, but extracted from the same stochastic probability distribution as in the first scheme. The total
number of times inwhich the time interval is sampled by the probability distribution,moreover, establishes the
relative weight to compute the arithmetic averageOA. The reasonwhy they are, respectively, called geometric
and arithmetic averages will be clearer in the following, as well as their relation to the time and ensemble
averages.We realised these schemes experimentally using a Bose–Einstein condensate (BEC) of Rubidium
(87Rb) atoms, prepared on an atom chip [28].

Figure 1.Pictorial representation of twomeasurement schemes on an open quantum system, corresponding, respectively, to here
called geometricOG and arithmeticOA averages of a generic observableO. The black lines represent the interactionwith the external
environment that ismimicked by consecutive projectivemeasurements on the system.Note that the total time, corresponding to a
given realisation of themeasurement sequence, is a randomvariable depending on how the stochasticity is realised.
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2.Methods

2.1. Theory
Let us consider a quantummechanical systemunder the evolution of a time-independentHamiltonianH and
initially prepared in a state r y y= ñá∣ ∣0 0 0 . Then, it is subjected tom consecutive projectivemeasurements with
projection operator y y= ñá∣ ∣P 0 0 after intervals of free evolution of time length mj ( = ¼j m1, , ). The
observableO is represented by the projection operator onto the state y ñ∣ 0 , i.e.O=P. The quantummechanical
expectation value ofOhere corresponds to the so-called survival probability, namely, the probability that the
system is still in the initial state at the end of the evolution.We take the mj to be independent and identically
distributed (i.i.d.) randomvariables sampled from a given distribution m( )p , with the normalisation

ò m m =( )d p 1and themean value m. The densitymatrix at the end of the evolution for a total time

 mº å =j
m

j1 , corresponding to a given realisation of themeasurement sequence m mº = ¼{ } { }j m; 1, 2, ,j j ,
is given by


r m

m r m

m
=({ })

({ }) ({ })
({ })

( )
†R R

, 1j

m j m j

j

0

wherewe have defined m º  =({ })R PU Pm j j
m

j1 , with mº -( )U iHexpj j , and

 m m r m=({ }) [ ({ }) ({ })] ( )†R RTr 2j m j m j0

is the survival probability. The reduced Planck’s constant ÿ is set to unity. Note that  is a random variable that
depends on the realisation of the sequence m{ }j , while  m({ })j depends on the systemHamiltonianH [29], the
initial densitymatrix r0, and also on the probability distribution m( )p .

The survival probability can be also expressed as

 m m=
=

({ }) ( ) ( )q , 3j
j

m

j
1

where m y yº á ñ( ) ∣ ∣ ∣ ∣q Uj j0 0
2 is the survival probability after a singlemeasurement. In this way, by using LD

theory, one can derive the probability distribution of the survival probability  m({ })j , ( )Prob , with respect to
different realisations of the sequence m{ }j [12, 26]. According to the shape of m( )p , one can calculate the survival
probability’s ensemble average, i.e.

 ò òm m m m m má ñ º =
m m

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
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and itsmost probable value, defined as the valuewhichminimises the rate function
 º -¥( ) { [ ( )] }J mlim ln Probm . In [26], it has been proved that thismost probable value is equivalent to

the log-average of the quantity m( )q with respect to m( )p , namely to the geometric average g of the survival
probability weighted by m( )p :

 ò m m m mº =
m

m

m

⎛
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mp m

where index ofmultiplication assumes all possible values m{ }, i.e. the ones in the support of m( )p . In the limit of
a large number ofmeasurementsM, the geometric average  ( )mg is the value towhich the time average
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of the survival probability  m({ })j converges:

  å mº =
¥ =

=
ˆ ( ) ({ } ) ( ) ( )m

M
mlim

1
. 7

M k

M

j j
k

g
1

1
m
k

Note that the survival probability’s value aftermmeasurements can be estimated by using the corresponding
value  m =({ } )j j

k
1 after kmeasurements, by the relation  m m»= =({ } ) ({ } )j j

m
j j

k
1 1

m
k . This value, then, is averaged

for = ¼k M1, , , and in the limit of largeM converges to the geometric average.
Additionally, one can consider the ordered case of periodic projectivemeasurements, i.e. m m=j , but withμ

being selected according to m( )p . This leads to the definition of the arithmetic average, i.e.

 ò òm m m m m mº =
m m

⎛
⎝⎜

⎞
⎠⎟( ) ( ) ( ) ( ) ( )d p q d p qexp ln . 8a

m m

Using Jensen’s inequality, namely á ñ á ñ( ) ( )x xln ln , and considering that á ñ á ñx xm m for any Î [ ]x 0, 1 and
Îm , it follows that    á ñg a.
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As stated, themain result of this Letter is the theoretical demonstration and the experimental observation
that in theZeno regime it is sufficient to examine the series of constantμ in order to determine g , a and á ñ.
ThisZeno regime is defined by

ò m m m m= á ñ ( ) ( ) ( ) ( )m p q d m qln ln 1. 9

Within this limit, indeed, all three averages are equal:

 » á + ñ = + á ñ » ( )m q m q1 ln 1 ln , 10a g

and as a consequence of the relation    á ñg a, the equality holds also for the value of the ensemble
average. Since in the geometric average the noise is averaged in time, while the other two averages are averages
over different realisations, this equalitymeans that the systemdynamics is ergodic.More specifically, we can
define the normalised discrepancyD between g and a as

 


mº

-
= - » Dm-D ( ) ( )( )D e q m1 , , 11

a g

a

q m,

where m m mD º á ñ - á ñ( ) ( ) ( )q m q q, ln lnm m . Note that mD ( )q m, is approximately equal to zero in the Zeno
regime, otherwise the equality in equation (10) (second-order Zeno approximation) breaks down. Indeed, the
leading term inD is of fourth order inμ, i.e.

m n nD » D -( ) ( ) ( ) ( )q m
m

H,
2

, 12
2

2 2
4 2

2

which is determined by the second and the fourthmoment of m( )p ( òn m m m=
m

( )d p2
2 and

òn m m m=
m

( )d p4
4, respectively) and by the variance of the energyD H2 , and scales quadratically with the

number ofmeasurementsm (see appendix A).
For better clarity let us consider a bimodal distribution for m( )p , with values m( )1 and m( )2 and probability p1

and = -p p12 1. The survival probability in the Stirling approximation form sufficiently large is distributed as


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m q

q q

ln ln

ln ln
, 14

2

1 2

where ( )k is the frequencyof the event m( )1 (see appendixB). Figure 2 shows thedistributionProb()of the
survival probability for this bimodal distribution.Thegreyboxes show the relative frequencies of  with m =( ) 11 μs
afterm=100measurements for 1000 randomrealisations as compared to the expecteddistribution, equation (13)
shown indark red.The toppanel shows the results for m =( ) 22 μs (satisfyingZeno condition and ergodic), the lower
panel for m =( ) 102 μs (not satisfyingZeno condition andnot ergodic).We select twovalues of m( )2 (i.e., 2 μs and
10 μs) in order to show twodifferent scenarios closely related to the experimental observations (seefigure 5). Indeed,

Figure 2.Probability distribution Prob ( ) of the survival probability. The grey boxes refers to the relative frequencies of  , obtained
by evaluating numerically 1000 random realisations of the survival probability afterm=100measurements. They are compared to
the expected distribution shown in dark red, equation (13). The top panel shows the results in the Zeno regime, the lower panel for
violated Zeno condition. As it can be seen, the values of the geometric average g and of the expectation value á ñ are very similar. In
the Zeno limit, also a is very close to these two values, unlike the lower panel where the Zeno condition does not hold, hence
demonstrating the ergodic hypothesis for a randomly perturbed quantum systemonly in the Zeno regime.
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m =( ) 22 μs is close to theminimal time interval that is experimentally feasible and leads toZenodynamics in a
regimewhere the geometric average g can alsobedifferent from1 (dependingon the choice of p2).On theother
side, m =( ) 102 μs guarantees that theZeno condition is violatedwith g beinghowever significantly larger than zero.
Inboth scenarios g is themaximal value of Prob() and the expectation value á ñ is very close to it. In theZeno
limit, also a is very close to these two values,while in the lowerpanel,where theZeno condition is violated, it
assumes adistinctly different value, confirming the analytical results. Theotherparameters are

pD = ·H 2 2.5 kHz, =p 0.81 and =p 0.22 .Qualitatively similar behaviours have beenobserved forother
parameter values. In table 1we show thedifferencebetween the values of a and g for abimodal distributionwhen
varying theprobability p1 butwith m =( ) 102 μs.Outside theZeno regime, the arithmetic average a is always
different from the geometric averageg . Suchdiscrepancydisappearswhen the stochasticity in the time interval
between themeasurements vanishes, i.e. for =p 01 (complete leakage) and for =p 11 (standardZeno regime). All
the theoretical predictions arewell corroboratedby the experimental data.

2.2. Experimentalmethods
Weexperimentally test ourmodel with a Bose–Einstein condensate of 87Rb produced in amagneticmicro-trap
realisedwith an atom chip. The trap has a longitudinal frequency of 46 Hz, the radial trapping frequency is
950 Hz. The atoms are evaporated to quantumdegeneracy by ramping down the frequency of a radio frequency
(RF)field. The BEChas typically 8·104 atoms, a critical temperature of m0.5 K and is at m300 m from the chip
surface. Themagnetic fields for themicro-trap are provided by a Z-shapedwire on the atom chip and an external
pair ofHelmholtz coils. The RFfields for evaporation andmanipulation of the Zeeman states are produced by
two further conductors also integrated on the atom chip.

We note that the ground state of 87Rb is a hyperfine doublet separated by 6.834 GHz with total spin F=2
and F=1, respectively. To prepare the atoms for the experiment, the condensate is released from themagnetic
trap and allowed to expand freely for 0.7 ms while a constantmagnetic field bias of 6.179 G is applied in afixed
direction. This procedure ensures that the atom remain oriented in state = = + ñ∣F m2, 2F and strongly
suppresses the effect of atom-atom interactions by reducing the atomic density. The preparation consists in
three steps. In thefirst step all the atoms are brought into the = = ñ∣F m2, 0F state (see figure 3)with high
fidelity (~95%). This is obtained applying a ms50 long frequencymodulated RF pulse designedwith an optimal
control strategy [31]. After the RF pulse we transfer thewhole = = ñ∣F m2, 0F population into the

= = ñ∣F m1, 0F sub-level by shining in bichromatic (Raman) laser light. This is the initial state r0 for our
experiment. Note, that with our choice of laser polarisations and thanks to the presence of the homogeneous bias
field shifting away from resonance othermagnetic sub-levels, the bichromatic light does not alter the population
of any othermagnetic sub-levels. The preparation is completed by applying another RF pulse to place some
atomic population in the = =  ñ∣F m2, 1F states for normalization of the imaging procedure. Atoms in these
last states will be not affected during the actual experiment, so they can be used as a control sample population.

Inorder to check each stepof thepreparationprocedure,we record thenumber of atoms in eachof the 8mF-
states by applying a Stern–Gerlachmethod. In this regard, an inhomogeneousmagneticfield is applied along the
quantisation axis for10 ms. This causes thedifferentmF-sub-levels to spatially separate. After a total timeof 23 ms of
expansionwe shine in amonochromatic light on resonancewith the = ñ  ¢ = ñ∣ ∣F F2 3 transition for m200 s,
pushing away all atoms in theF=2 sub-levels and recording the shadowcast by these atomsonto aCCDcamera.We
let the remaining atoms expand for further1 ms and thenwe apply a bichromatic pulse containing light resonant to
the = ñ  ¢ = ñ∣ ∣F F2 3 and = ñ  ¢ = ñ∣ ∣F F1 2 transitions, effectively casting onto theCCDthe shadowof the
atoms in theF=1 sub-levels. Another twoCCD images to acquire the backgroundcomplete the imagingprocedure.

The experiments are performedby coupling the = = ñ∣F m1, 0F and = = ñ∣F m2, 0F with the sameRaman
transitionused for preparation, driven at aRabi frequencyof 5 kHz by abichromatic laser beam (figure4). Sincewe
areworkingwith ground state atoms,withour choice of laser polarisations and thanks to thepresenceof the

Table 1.Arithmetic and geometric averages a and g as a function of the probability p1 for a
bimodal distribution m( )p , expressedwith four decimal digits. In the simulationswe have
chosen m =( ) 11 μs, m =( ) 102 μs, pD = ·H 2 2.5 kHz, andm=100.

p1 a g

0.01 0.0905 0.0842

0.05 0.1234 0.0927

0.2 0.2470 0.1329

0.5 0.4941 0.2729

0.8 0.7412 0.5606

0.95 0.8648 0.8035

0.99 0.8977 0.8845
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homogeneousbiasfield shifting away fromresonanceothermagnetic sub-levels and selection rules forRaman
transitions,wehave effectively isolated a closed2-level system.We realise theprojectivemeasurements y y= ñá∣ ∣P 0 0

by shining the atomswith a m1 s pulse of imaging light, resonantwith the = ñ  ¢ = ñ∣ ∣F F2 3 componentof the
RubidiumD2 line.Note that from the excited state ¢ = ñ∣F 3 atomswill immediately decay outside the condensate
andwill not be seenbyour imaging system.Under constant couplingby theRamanbeams,we apply 100projective
measurementP after variable intervals of free evolution mj. At the endof the sequencewemeasure thepopulation

remaining in state = = ñ∣F m1, 0F andnormalise it by comparisonwith thepopulation in states
= =  ñ∣F m1, 1F . This allows tomeasure, in a single shot, the survival probability  of the atoms in the initial state.

Each experimental sequence is repeated7 times toobtain averages and standarddeviations.

3. Results

To realise the theoretical predictions experimentally wemeasure the geometric and arithmetic averages of the
survival probability for an underlying bimodal distribution, wherewe take m m=( ) 2 s1 to befixed and m( )2

variable between m2 s and m25 s.

Figure 3. State preparation sequence for the SQZE experiment. After the condensation in the pure state = = + ñ∣F m2, 2F , in thefirst
step the atoms are transferred to the state = = ñ∣F m2, 0F with fidelity~95%. In the second step, by twoRaman lasers the atoms in
this sub-level are transferred to the lower state = = ñ∣F m1, 0F , which is the initial state r0 for our experiment. In the third and last
step, afixed amount of population is transferred in the side sub-levels = =  ñ∣F m1, 1F . These atomswill be used as a benchmark to
calculate the survival probability after the experiment.

Figure 4.Confinement induced by pulsed quantumZeno effect. The ground state structure of the 87Rb in presence of amagneticfield
consists of two hyperfine levels (F = 1 and F = 2), with no internal degeneracy. A laser inducedRaman transition couples the sub-
levels = = ñ∣F m1, 0F and = = ñ∣F m2, 0F , while a laser on resonancewith the transition = ñ  ¢ = ñ∣ ∣F F2 3 (red arrows in the
picture) depletes the population of the former. If the laser is strong enough, this equates to a projectivemeasurement. On the right we
show the typical exponential decay of the survival probability of the atoms in the = = ñ∣F m1, 0F sub-level while the Raman coupling
is on, and simultaneously the laser resonant to the = ñ  ¢ = ñ∣ ∣F F2 3 transition is pulsed 100 times. The survival probability is
plotted as a function of the intervalμ between two pulses.
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In afirst set of experiments wemeasure the arithmetic average a byfixing the intervals of free evolution mj

to be all the same and equal to m m mÎ { }( ) ( ),1 2 and determine  m( ), i.e the probability for an atom to remain in
the initial state as a function ofμ. As shown infigure 4,  m( ) displays the characteristic exponential decay,
becoming negligible, in our case, after m9 s. Aftermeasuring  m( )( )1 and  m( )( )2 , we then calculate the
arithmetic average of the two datawith statistical weights p1 and p2, respectively. In this waywe obtain  m( )( )

a
2

which represents the statisticalmean averaged over the two possible system configurations as a function of the
variable time m( )2 . Infigure 5we report as yellow dots the results of three choices ( )0.2, 0.8 , ( )0.5, 0.5 , and
( )0.8, 0.2 for the statistical weights ( )p p,1 2 .

In order to determine the geometric average g of a single realisation, we perform a second set of
experiments. In each experimental sequencewe now choose the intervals of free evolution mj from a bimodal

distribution given by m( )1 and m( )2 with probabilities ( )p p,1 2 . The results of these experiments give the
geometrical average  m( )( )

g
2 of the survival probability as a function of the parameter m( )2 .We again choose the

probabilities ( )0.2, 0.8 , ( )0.5, 0.5 , and ( )0.8, 0.2 and report the experimental results, as blue squares infigure 5.
As can be seen in thefigure, the agreement of theoretical predictions and experiments is generally very good,
although some deviations go beyond the error bars and are systematic. Indeed, in themodel themeasurement
has been assumed to be instantaneous while in the experiment it is a dissipative process of a duration of about
m1 s. Furthermore, we can see in thefigure, that for small values of m( )2 , that is in the Zeno regime, the two

averages g and a, playing the role of time and ensemble averages, practically coincide. This has been predicted

by approximating the discrepancy between the two quantities as m n nD » D -( ) ( ) ( )q m H, m

2
2 2

4 2
22

, which is of

fourth order in m m( ) ( ),1 2 . Note that figure 2 corresponds to two cases of the lower panel offigure 5.

4.Discussion and conclusion

Wehave analytically demonstrated the occurrence of an ergodic property when a quantum system is perturbed
by an external environment that effectivelymeasures the system at random timeswith its dynamics approaching
a Zeno regime. In particular, we exploit large deviation theory to prove that themost probable value of the
probability for the system to be in a given state equals to the non-stochastic case when the Zeno condition holds.
Furthermore, we have experimentally tested these results along the transition to the Zeno regime using a BECof
Rubidium atomswhich are trapped on an atom chip. Then, since the discrepancy between the statistical
averages, here investigated, do strongly depend on the second and fourth statisticalmoments of the noise
distribution m( )p outside the Zeno regime, one could effectively determine the influence of the stochastic noise
source on the dynamics of a fully controlled quantum system, hence characterising the external environment.

Figure 5. Scaling of g (blue) and a (yellow)with the interval length m( )2 of a bimodal distribution for m( )p . In all three cases
m =( ) 21 μs, D =H 2.5 kHz. The probabilities of the bimodal distribution ( )p p,1 2 are ( )0.2, 0.8 (upper panel), ( )0.5, 0.5 (middle
panel), and ( )0.8, 0.2 (lower panel). The solid lines are theoretical curves, the single points are experimental values where the error
bars indicate the standard deviation of the experimental error. TheZeno regime corresponds to vanishing m2.
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On top of that, althoughwe have explicitly studiedHamiltonian dynamics and applied the projective
measurement on an initial pure state, themethod can be also generalised to arbitrarymixed input states with the
dynamics being described by completely positive trace-preservingmaps [30] and to the case ofmeasurements
projecting the systemonhigher dimensionalHilbert subspaces, hence leading to StochasticQuantumZeno
Dynamics [25, 26, 32]. Finally, these results are expected to represent further steps towards controlled
manipulations of quantum systems via dissipative interactions [33, 34]where one can indeed control the noisy
environment or part of it in order to performdesired challenging tasks like the ones necessary for future
quantum technologies.
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AppendixA.Derivation of equation (12)

Toderive equation (12) let us consider the series expansion of qm and its logarithmup to fourth order, namely

m g m m= - D + + - D +[ ( )( ) ] ( )q m H
m

m H1
12

3 2 1m
H

2 2 2 2 4 6

and

m g m m= - D + - D +[ ( ) ] ( )q m H
m

Hln
12

3 ,m
H

2 2 2 2 4 6

where g º - + -H H H H H H4 6 3H
4 3 2 2 4 is the kurtosis of theHamiltonian.Hence, within this fourth order

approximation mD ( )q m, reads

n g n

n g n

n n

D » D - - D

+ - D + + - D

» D - D

{ }
[ ( ) ]

[ ( )( ) ]

( ) ( )

q m H
m

H

m H
m

m H

m
H

m
H

12
3

ln 1
12

3 2 1

2 2
.

H

H

2
2

2 2
4

2
2

2 2
4

2
2 2

4

2
2 2

2
2

Appendix B.Derivation of equation (13)

Toderive equation (13) let us write the survival probability  m({ })j as

  m m= -( ) ( )( ) ( ) ( ) ( )q q ,k m k1 2

and taking the logarithmof  . Equation (14) then follows by resolving for ( )k .Moreover, the frequency ( )k
is binomially distributed, namely


 

 =
-

-( ( )) !
( )!( ( ))!

( ) ( )k
m

k m k
p pProb .k m k

1 2

Hence, by using the Stirling approximation, form sufficiently large the binomial distribution ( ( ))kProb can be
approximated by aGaussian one, thus yielding equation (13).
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