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Abstract The increasing availability of computing power en-
ables new paradigms of radio communication services. The
centralized baseband processing of cellular networks reveals
some interesting features such as a high degree of re-
configurability, high efficiency in terms of processing power
and consumed energy, fast deployment especially useful in the
case of unplanned emergency networks. Moreover, in the last
years free software implementation of the GSM cellular stack
has been provided by the open source community, allowing
the realization of custom GSM networks with off-the-shelf
low cost products. This paper reports an indoor multi-cell
experimental deployment of GSM voice and message com-
munications services with low-cost SDR technology. The ex-
perimental setup is characterized by a centralized processing
of baseband signals, delivered with optical fiber links to RF
heads. Quality of experience and resources usage analysis has
been performed and reported as an evaluation of the feasibility
of this approach with low-cost HW and devices.
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1 Introduction

Stepping back from previous trends pushing network intelli-
gence from core to edges, a new tension towards the central-
ization of higher network functions has initiated. The
Software Defined Networking concept [1] produces a separa-
tion of control-plane from data plane in routing devices. The
virtualization of network access allowsmore flexibility and re-
configurability of networking functions, increasing resiliency
and robustness in case of failure. The availability of fast opti-
cal links feeding the radio base stations, suggested that a
virtualization could also take place at PHY layer, by encapsu-
lating baseband radio signals into network packets for a more
efficient and flexible processing. The virtualization of radio
access networks (RAN) functions in centralized abstract enti-
ties, namely Cloud-RAN [2], acts as a multiplier for features
and configurations the new network can operate with. A rele-
vant application which may benefit from this new architecture
are the emergency cellular networks. Due to the circumstances
of adoption, the opportunity to provide a Bsoft^ configuration
of deployed radio devices is a desired feature. In several emer-
gency contexts the opportunity to provide emergency commu-
nication services over widespread cellular standards may re-
sult in increased rescued people and a faster reaction to events.

In this paper we report the results of an experiment of
deployment of a multi OpenBTS base-station 2G radio net-
work for emergency purposes in an indoor environment.
OpenBTS is a free (under AGPL) software-based GSM access
point that allows GSM-compatible mobile phones to make
telephone calls, replacing the subsystem infrastructure of tra-
ditional GSM operator network and forwarding the data onto
the Asterisk PBX via Session Initiation Protocol (SIP) and
Voice-over-IP (VoIP). The experiment shows the feasibility
and required network and computing resources for a central-
ized baseband processing of involved radio signals. The paper
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is structured as follows: Section II provides a brief overview
on the available software solution to set up a GSM network,
Section III reports the adopted system architecture and the
environmental setup for the experiment along with the in-
volved devices and radio configurations. Section IV describes
the measurements acquisition and comments the main results
and assessments, while Section V contains some concluding
remarks.

2 GSM Open Software Solutions

Over the last few years, open source community has enabled
the implementation of low cost cellular networks through the
exploitation of the software-defined radio (SDR) [3] technol-
ogy. At the current time, there are essentially two mature soft-
ware solutions to build a 2G/3G network: OpenBTS (http://
openbts.org/) and OpenBSC (http://openbsc.osmocom.org/).

OpenBTS (Open Base Transceiver Station) software is an
open-source Linux application that uses a software-defined
radio (SDR) as the hardware that presents a 2G/3G air inter-
face to standard compliant handsets and user devices. Even
though it is called BOpenBTS^, this software does not actually
represent the implementation of a conventional GSM BTS,

but rather the BUm^ interface in the GSM architecture. A
GSM BTS is a front-ended device, externally managed by a
base station controller (BSC) and connecting calls thanks to a
remote mobile switching center (MSC), while OpenBTS uses
the Asterisk Voice over Internet Protocol (VoIP) [4] private
branch exchange (PBX) to connect calls. For this reason, mo-
bile endpoints are actually managed as SIP endpoints and
switching feature can be distributed over multiple switches,
providing transcoding to and from GSM voice codecs. The
implementation in OpenBTS of the SIP core cellular network
allows the total compatibility with the 3GPP IP Multimedia
Core Network Subsystem (IMS), that represents the core net-
work for 3G and 4G/LTE mobile data and telephony.

Concerning common tasks typically done in GSMby amix
of analogue and digital circuitry such as complex modulation,
time division multiplex timing and many more, in OpenBTS
all tasks are managed exploiting SDR capability, handling
them in the digital domain and by software running on an
ordinary processor. For all this reason, it appears clear that
OpenBTS realizes a radio interface that is fully compatible
with GSM devices, even if its architecture does not reflect
the one used in the GSM standard.

On the contrary, OpenBSC is a project aiming at creating a
GPL-licensed software implementations for all the relevant

Figure 1 System architecture
used in the experiment.

Figure 2 Detailed traffic paths.
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elements of a complete GSM/3GPP architecture. It realize the
minimal necessary parts of a base station controller (BSC), in
addition to additional network components such as MSC
(Mobile Switching Center), HLR (Home Location Register),
AuC (Authentication Center), VLR (Visitor Location
Register), EIR (Equipment Identity Register). OpenBSC can
be run on a commodity Linux PC and can be combined with
off-the-shelf BTS hardware to provide network service. Used
as BSC-only, OpenBSC operates as a conventional GSM BSC
and it has to be necessarily located between a MSC and a BTS
to exploit its GSM functionalities. However, OpenBSC can be
also used in the NITB (Network In The Box) mode, working as
BSC plus all the aforementioned additional network compo-
nents. Looking at it from a functional point of view,
OpenBSC inNITBmode roughly equals to an OpenBTS setup.

In addition to the aforementioned solutions, other software
implementations of the GSM standard based on SDR technol-
ogy are available. However, they are implemented for differ-
ent aims, as is in the case of IMSI (International Mobile
Subscriber Identity) catchers [6], that are largely used both
for security and hacking purposes. They realize essentially a
Man-In-The-Middle (MITM) attack, pretending to be false
base stations acting between the target mobile phones and
the real base stations of service providers. In this way, an
IMSI catcher is able to not only steal the IMSI numbers, but

also to intercept calls and messages of nearby phones, as well
as track handsets, deliver geo-target spam [5], send
reconfiguring messages and many other privacy-arming ac-
tions [6].

3 Experimental Setup

During an emergency caused by a natural disaster or socio-
political event, regular communication infrastructures could
be unavailable. In order to provide a reliable communication
network able to connect the population with responders and
authorities, a possible solution is the activation of a temporary
radio network following widespread standards like 2G/3G
cellular telephony. In the experiment an emergency situation
has been simulated where a software 2G (GSM) emergency
network has been deployed indoor, at the second floor of the
Department of Information Engineering (DINFO) at the
University of Florence.

The logical map of involved devices in the access segment
is depicted in Fig. 1. It consists of two RF heads, one directly
connected through a gigabit Ethernet link to a baseband CPU
hosting OpenBTS [7], the other is remotely deployed and fed
through an optical LX Gigabit Ethernet connection from a
second baseband CPU unit. Both CPUs are then interconnect-
ed by a SIP PABX (Session Initiation Protocol based Private

Figure 3 Experiment
deployment.

Table 1 Experiment parameters.

Parameters

name value unit

Downlink Frequency BS1 870,0 MHz

Uplink Frequency BS1 825,0 MHz

Downlink Frequency BS2 872,0 MHz

Uplink Frequency BS2 827,0 MHz

Noise Figure 8,0 dB

Max RF power 200,0 mW

Table 2 Voice call network usage.

Measurements

name value unit

GSM voice payload bitrate 13,0 kbps

RTP payload bitrate 13,2 Kbps

Mean RTP packet delay 20,0 ms

RTCP overhead (5 s) 0,41 %

Baseband IP traffic 13,0 Mbps
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Automatic Branch Exchange), for call routing and user
authentication.

The details of the flowing IP traffic in the experimental
setup is shown in Fig. 2. Radio devices are implemented with
two Ettus Research Universal Software Radio Peripheral-2
USRP2 [8] equipped with a RFX900 daughter boards. The
RFX900 is a high-performance transceiver designed specifi-
cally for operation in the 900 MHz band.

The two baseband CPUs consists of a Sony VAIO (Intel
I5@2.5GHz, 4 cores), namely CPU1 and Dell (P4@3GHz),
called CPU2. The first CPU is hosting one OpenBTS module,
the Asterisk PABX [4] and the SIP authorization module. The
second one is hosting the remote OpenBTS module.
Figure 2 also reports the main traffic components colored
depending on the link role during the radio access operation
after a connection with a mobile has been established. The
deployment map is shown in Fig. 3. The stars represent the

location of the two RF devices corresponding to the two GSM
base stations. Numbers (1–11) indicate the location of mobiles
where the measurements have been acquired.

4 Field Trials and Results

The experiment consists in providing voice and SMS service
to up to 2 real GSMmobiles in the area of coverage of the two
emergency cells. The main adopted parameters are represent-
ed in Table 1.

Several voice call and text message tests has been conduct-
ed with mobiles located in various positions of the coverage
area. For each setup, the exchanged IP traffic among the net-
work functional entities has been captured and analyzed with
Wireshark. The voice latency has been also measured through
the analysis of the audio echoes of a sequence of audible
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Bping^ transmitted from a modified software phone to the
mobiles.

4.1 Aggregated Network Results

The required network resources for completing a voice call
with the experimental setup is reported in Table 2. for a single
mobile and considering the outbound traffic only (from mo-
bile to BS).

4.2 Received Signal and Frame Errors for Various Test
Points

For various mobile locations, a series of measurements have
been conducted. In Fig. 4, the received signal power for the
downlink in various locations of the terminal along the corri-
dor and stairs is reported. This figure has been obtained com-
bining the measurements of the received signal power for
three different conditions. The first one is represented by the
exclusive transmission of the BS1 (BS2 is turned off) and it is
illustrated by the red line in the figure, showing the

dependency between the measurement points and the received
power. On the contrary, the yellow line is related to the second
condition, when only the BS2 is transmitting. Finally, the blue
line is the measured power when both BSs are transmitting.
The measured received signal strength follows the expected
behavior, decreasing as receiver distances the transmitter and
being severely reduced down the stairs.

In Fig. 5 the frame errors for uplink transmission during a
call are reported for the same measurement points considered
in Fig. 4. As for the previous figure, the red trace refers to the
case of the transmission of the BS1 only, while the yellow one
to the exclusive transmission of the BS2 and the blue one to
the presence of both the BS. As might have been expected,
figure lines show that if a mobile is within the coverage of a
BS, the related frame errors are low. Moreover, red line also
shows a signal saturation issue caused by an unfavorable lo-
cation of mobile with respect to the BS1 (test point 11).

During this test no automatic handover procedure has been
activated, nevertheless the identification of the feasible
roaming points has been exploited. For a mobile moving
along the corridor from BS1 to BS2, location 3 represents
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Figure 6 Process load for the
various modules in the baseband
processing host (CPU1, 1=idle,
2–5 during a call).
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the handover point for roaming from BS1 to BS2. On the
contrary, for a mobile moving backward, the roaming point
from BS2 to BS1 is located at position 5, referring to Fig. 3.

4.3 Computing and Energy Resources Usage

An evaluation of computing complexity for the software real-
ization of GSM radio access is reported in Figs. 6 and 7 for both
the CPUs. The y-axis reports the CPU load fraction for various
modules of OpenBTS and Asterisk (single BS). The x-axis
iterates the measurements in different conditions: case index
1 refers to idle operating system with no OpenBTS modules
running, cases 2 to 5 refer to CPU load sampling during calls
generated from different locations. CPU load takes into account
the default CPU services. As expected the baseband processing
(Transceiver) is the process with the highest load to serve.

Load differences are related to the different positions of the
mobile terminal during the call, that may cause an elevate
number of retransmissions in case of bad propagation condi-
tions. In Fig. 8 the averaged power consumption is reported
for CPU1 considering the same five test cases. Averaged pow-
er consumption trend of CPU2 is similar to CPU1 and not
reported for the sake of simplicity.

4.4 Audio Latency

Audio perceived delay through the experimental system has
been evaluated by injecting both artificial and natural sounds
and capturing the received echo produced by the analogic
coupling of speakers and microphone in the mobile phone.
The sounds adopted are of three kind: synthetic sounds
injected by Twinkle SIP softphone, short analogic Bbumps^
generated on microphones and a portion of a speech during a
call. By autocorrelation analysis an estimated of round-trip
latency is reported in Table 3.

Estimated one-way latency can be obtained by halving the
measured RTT, resulting in values aligned with conventional
digital telephony.

5 Concluding Remarks

The described field trial successfully confirmed the fea-
sibility of software virtualization of baseband signal pro-
cessing with ordinary CPUs. Software implementations
of 2G/3G radio stack, along with compact and powerful
SDR hardware makes it possible for the availability of
deployable emergency communication services. The in-
volved network resources in the experimented context
are small (less than 15Mbps) and does not require com-
plex devices to operate. The remote RF head has been
connected with a small portion of the optical link, so
that over 60 GSM base stations can share a single
Gigabit optical link. Computing resources and power
consumption stay within the capability of conventional
laptop/desktop. With dedicated computing hardware a
more computational efficiency can be achieved. The ex-
periment considered 2G cellular technology because of
the limited bandwidth and complexity of the standard.
The same experimented concepts however apply to 3G
and later generations with more computing and transport
resources available.
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Figure 8 Measured power
consumption for CPU1 (1=idle,
2–5 during a call).

Table 3 Audio RTT.

Measurements

name value unit

Twinkle mean RTT time 274,4 ms

Twinkle RTT standard deviation 64,5 ms

BBumps^ mean RTT time 172,2 ms

BBumps^ RTT st. deviation 6,5 ms

GSM mean RTT time 278,3 ms

GSM RTT standard deviation 1,6 ms
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