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Abstract: An accurate control of the optical properties of single crystal 

diamond during microfabrication processes such as ion implantation plays a 

crucial role in the engineering of integrated photonic devices. In this work 

we present a systematic study of the variation of both real and imaginary 

parts of the refractive index of single crystal diamond, when damaged with 

2 and 3 MeV protons at low-medium fluences (range: 10
15

 - 10
17

 cm
2

). 

After implanting in 125 × 125 μm
2
 areas with a scanning ion microbeam, 

the variation of optical pathlength of the implanted regions was measured 

with laser interferometric microscopy, while their optical transmission was 

studied using a spectrometric set-up with micrometric spatial resolution. On 

the basis of a model taking into account the strongly non-uniform damage 

profile in the bulk sample, the variation of the complex refractive index as a 

function of damage density was evaluated. 

©2012 Optical Society of America 

OCIS codes: (120.6650) Surface measurements, figure; (160.4760) Optical properties; 

(180.3170) Interference microscopy; (300.6190) Spectrometers. 
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1. Introduction 

In the search of a reliable platform for a scalable fabrication technology of quantum devices, 

diamond has been attracting growing interest due to a number of remarkable properties. 

High brightness of impurity-related (N, Si, Ni, Cr) color centers gives indication of high 

dipole moment and strong coupling with electromagnetic field, allowing effective 

applications in single photon sources [1–4]. The null magnetic moment of the C12 nucleus 

allows the coherence time of the NV— sublevels of the triplet ground state to be very long, 

making them candidates for quantum bit storage even at room temperature [5,6]. 

Since the formation of active optical centers in diamond is inherently related to the 

creation of crystal structure defects, a suitable control on the variation of the refractive index 

as a function of structural damage/disorder is highly required in advanced photonics 

applications. With the aim of exploiting the above-mentioned attracting properties, several 

diamond micro-fabrication methods are under study [7–12], promising to offer a viable path 

towards the integration of monolithic photonic devices while exploiting the broad-band 

transparency and high refractive index of this material. Such methods are often based on ion-

beam microfabrication strategies [7,9,11,12]: possible variations of the refractive index due to 

structural damage during the device fabrication process must be accurately predicted to 

properly design the devices of interest . Moreover, with the aim of fabricating photonic 

devices in bulk diamond, the low-contrast refractive index modulation induced by ion 

implantation, instead of merely being a side effect, could play an active role in a more 

effective device design [12,13]. 

Finally, a suitable control of the optical properties of damaged diamond is demanded also 

in a broad range of more conventional micro-optics applications, e.g. high-power laser 

windows and lenses, optical MEMS, optical data storage [14–17]. 

The effect of ion-beam induced structural damage on the refractive index in diamond has 

been observed since the ’60 [18] and qualitatively reported in the literature [19]. In spite of 

this, remarkably only few works were dedicated to its systematic investigation [20–22]. One 

example is reported in [22], where carbon ions of different energies (50 keV – 1.5 MeV) were 

subsequently implanted in the same area, in order to produce a homogeneous damage profile 

over a depth of 1 μm; the refractive index was then measured on the as-implanted samples as 

a function of the implantation fluence, by means of reflectometric methods. In [23] an 

ellipsometric study is reported in which the refractive index is measured from heavily 

damaged buried graphitic layers produced in diamond with 350 keV He + ion irradiation. 

Monoenergetic implantations with MeV light ions, such as hydrogen or helium, create 

damage profiles significantly different from those reported in the previous examples, because 
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they induce the formation of modified regions lying deeper under the diamond surface, whose 

characterization with reflectometric methods is much more difficult. Nonetheless, the 

employment of MeV light ions can be an extremely versatile tool to locally modify the optical 

properties of materials with micrometric spatial resolution both in the lateral and depth 

directions, thanks respectively to the above-mentioned peculiar damage profile and to the 

possibility of focusing MeV ion beams to the micrometer scale with electromagnetic lenses. 

The strong potential of MeV ion microbeam implantation for the direct writing of optical 

structures has already been demonstrated in other materials of technological interest [24,25], 

and recently proved also in diamond [12]. 

In our study, IIa monocrystalline diamonds grown by Chemical Vapor Deposition (CVD) 

were implanted with a scanning microbeam of 2 and 3 MeV protons [26], at fluences in the 

10
15

-10
17

 cm
2

 range. The damaged regions lie respectively 24 and 48 μm below the diamond 

surface and extend for few (i.e. 2-6) micrometers. 

In order to measure the damage-induced variations of refractive index and absorption 

coefficient, an interferometric transmission microscopy technique [27] and a space-resolved 

transmission spectroscopic setup [28] were employed. The probe light wavelength was 632.8 

nm, conveniently close to the zero-phonon-line emission of the NV– center (637 nm), 

arguably the most widely investigated color center in diamond for applications in quantum 

optics. In order to estimate the variation of the real and imaginary parts of the refractive index 

as a function of damage density, the direct measurements of the optical path difference (OPD) 

and the difference in absorption length (absorption length difference, ALD) between 

implanted and unimplanted regions were interpreted with a phenomenological model 

developed by the authors, based on the damage depth profile obtained with Monte Carlo 

SRIM simulations [29], and then compared with a full multilayer propagation model. 

We have also tested the possible dependence of the variation of the optical properties of 

the material from other implantation parameters, such as fluence delivery rate, i.e. ion beam 

current, to exclude self-annealing effects, and the incidence angle, in order to verify the 

possible influence of channeling effects. 

The samples under investigation are described in section 2.1, while section 2.2 is 

dedicated to the description of the ion implantation process. In section 2.3 the measurement 

methods for the determination of the OPD and ALD are outlined, together with the 

measurement method of the surface deformation (swelling) due to the expansion of the 

damaged regions [30,31]. In section 3 the data analysis is presented, along with the 

description of the interpretation model, and the final results are presented in term of the 

dependence of the complex refractive index on the damage level, i.e. the density of vacancies 

produced by ion irradiation. 

2. Experimental results 

2.1 Samples 

This study was carried out on five 3.0 × 3.0 × 0.5 mm
3
 single-crystal diamonds grown with 

Chemical Vapour Deposition (CVD) technique by ElementSix (http://www.e6cvd.com). The 

samples consist of a single {100} growth sector and are classified as type IIa, with 

concentrations of nitrogen and boron impurities below 0.1 ppm. The crystals were cut along 

the <100> axes and the two opposite faces of the samples were optically polished. 

2.2 Ion implantation 

The diamond samples were implanted at the external scanning microbeam facility [32,33] 

(Fig. 1) of the 3 MV Tandetron accelerator of the INFN LABEC Laboratory in Florence. 

The diamond to be implanted was kept out of vacuum, thus allowing its easy handling, 

positioning and monitoring [34]. Before hitting the target, the beam passes through a thin 

silicon nitride (Si3N4) membrane, 100 nm thick and 1 × 1 mm2 wide [35] (inset of Fig. 1), 
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sealing the final part of the vacuum line, and 2 mm of unenclosed helium atmosphere. The 

extreme thinness of Si3N4 window and the short external path in helium allow to minimize 

beam widening and energy straggling; as a result, 10-20 μm spot size on sample is obtained, 

with ~10 keV of energy straggling for MeV protons. 

A magnetic beam-scanning system was used to control the position of the beam impact 

point on the sample within a ~1 × 1 mm
2
 area, corresponding to the exit window aperture. A 

multi-axis linear motorized stage of a 25 mm range allows high resolution translation of the 

sample on the plane normal to beam axis, with position reproducibility better than 1 μm. 

 

Fig. 1. Exit nozzle of the ion microbeam line: (1) detectors for Ion Beam Analysis (not used in 

this application) (2) X-ray detector for beam charge measurement, (3) vista camera and micro 

camera; the arrow indicates the ion beam direction. Inset: Details of the system for beam 

charge measurement. 

For this study, proton beams were focused on the polished side of the samples to a spot of 

~10 μm (3 MeV) and ~20 μm (2 MeV). Different zones of the samples were implanted at 

fluences ranging from ~10
15

 cm
2

 to ~10
17

 cm
2

. For each implantation, the ion beam was 

magnetically scanned exploiting the same raster frame of ~125 × 125 μm
2
, much wider than 

the beam spot dimensions, in order to deliver a homogeneous fluence over a vast central area 

of each irradiated zone. 

During the implantations, fluences were determined by measuring the implanted charge (i) 

and setting the size of the irradiated area (ii), as described hereafter. 

(i) Implanted charge: we used the beam charge measuring system installed at the LABEC 

microbeam, which exploits the yield of Si X-rays produced by the beam in the exit window 

[34]. The total charge implanted into the sample can be expressed as Qi = K  AX-Si, being K a 

proportionality factor and AX-Si the number of Si X-rays counted by a dedicated detector, as 

reported in detail in [26]. The calibration factor K was determined, for two samples, by 

measuring the ratio of the integrated charge (QI), collected with a Faraday cup [36] 

surrounding the exit nozzle (Fig. 1), to the Si X-ray yield (AX-Si). For the other samples, the 

factor K was evaluated by comparing the time-integrated X-ray yield with the back-scattered 

proton fluence from a gold target. In the whole explored range of beam currents (0.2 - 1.5 

nA), K remained constant within ~1% of its value. As a result, the overall precision on the 

implanted charge determination is ~1%, being the statistical error related to the Si X-rays 
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counting typically well below 1%. Possible systematic errors in the charge determination, 

affecting all the experimental points with a common scale factor, are ~10% [37]. 

(ii) On-line setting of irradiated area: In order to implant the ions in areas of controlled 

dimensions, we calibrated the magnetic displacement of the beam on the sample surface by 

exploiting a standard TEM Cu grid. The uncertainty on the scanned area, which is basically 

due to the calibration procedure, is ~5%. After ion implantation, the size of the irradiated area 

was measured on the OPD maps as described in Section 3, thus improving the precision on 

the area determination up to ~2%. 

The visual aspect of the sample after the process is shown in Fig. 2. It is apparent the 

darkening due to ion damage of the implanted areas. 

 

Fig. 2. Transmission optical image of several 125 × 125 μm2 implanted areas. Progressive 

darkening of the implantation regions with increasing total fluence, along with fading of 
induced ion-luminescence [48], allows a qualitative control of the implantation progress. 

2.3 Optical characterisation 

In order to evaluate the variation of the refractive index due to ion-induced damage, the phase 

shift of a laser beam crossing the damaged diamond layer was determined using a commercial 

laser interferometric microscope (Maxim 3D, Zygo Corporation, Middlefield, CT, USA) with 

a 20 × micro-Fizeau objective, operating in the He-Ne 632.8 laser line, with horizontal and 

vertical resolutions of 1.68 μm and 0.63 nm, respectively, and with a field view of 349 × 317 

μm. The instrumental setup is schematically summarized in Fig. 3 [38]. 

A He-Ne laser beam is properly expanded to invest the full area of the sample; the micro-

Fizeau objective contains a beam-splitter that reflects part of the light (“reference beam”), 

while the remaining part crosses the sample and is reflected from a high-quality external 

mirror (“test beam”). The diamond is slightly tilted to avoid undesired internal reflections 

between the two opposite surfaces of the sample. The interference pattern of the reference and 

test beam is recorded by a CCD camera. 
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Fig. 3. Schematics of the experimental principle of the Zygo interferometric microscope. 

Using the phase shift method [39] it is possible to reconstruct the relative phase Δ of the 

test beam at each pixel: the contributions of the beam splitter and the high-quality mirror is 

accounted for and removed. The phase difference Δ reflects the optical path difference 

(OPD) between the light crossing the whole implanted region and the un-damaged one (see 

Fig. 4(a)). 

There is also a smaller contribution to the phase difference (about 15% of the OPD, see 

Fig. 4(b)) due to the expansion (“swelling”) of the highly damaged layer è [30,31], which was 

measured with a white light interferometric profilometer (Zygo NewView). The contribution 

of swelling to the OPD signal has been calculated and properly deconvoluted from the part 

responsible for the variation of the refractive index only, as reported in Section 3. 

 

Fig. 4. Schematics a) Map of the OPD profile of an area implanted with 3 MeV protons at a 

fluency of 7.5·1016 cm2; b) map of the swelling profile of the same implantation. The two 

profiles have opposite signs because swelling gives a shorter optical path in reflection, while 
damage produces a longer optical path in transmission measurements. 

The optical absorption of the irradiated zones was estimated from their transmittance 

values obtained with a custom set up for measurements with high spatial resolution [28]. The 

light of a Xe-source is guided by a 5μm fiber optic wire, forming a spot zone on the sample 

surface of ~50 μm, which determines the spatial resolution of the system selected for this 

study. Subsequently, the transmitted light was focused on a second optical fiber, connected to 

an Ocean Optics spectrometer SQ2000 having a spectral resolution of 0.8 nm and spectral 

range 400-1200 nm. The finite spot size of the incident beam may widen any narrow spectral 

features if the transmittance varies very rapidly across the sample surface. However, from the 

OPD measurements the implanted region results to be uniform within an area much wider 

than the beam spot, so that a spectral resolution of at least 1 nm is guaranteed. The spectra 

were acquired at the position of minimum transmittance, within the area of implantation. 
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In the present work the absorption values were estimated at the same wavelength 

employed in the OPD measurement (λlaser = 632.8 nm); a full spectral analysis of the optical 

absorption data will be the subject of a forthcoming publication. 

3. Data analysis 

3.1 Dependence on fluence of the OPD and the ALD 

The optical path difference between the center of the implanted area and the surrounding 

unimplanted region is estimated by the difference between the OPD mean value in a central 

square region and in a frame region located respectively well inside and outside the irradiated 

area. The uncertainty of the OPD measure, evaluated by the fluctuations of the phase inside 

and outside each region, is between 3 and 10 nm, which is predictably of the same order of 

magnitude of the roughness of the diamond surface (~2 nm) multiplied by the refractive index 

difference between diamond and air at the probed wavelength (~1.41). 

The absorption length difference was evaluated, for each implantation, by the ratio 

between the transmittance T0 of un-implanted substrate, i.e. of the pristine diamond, and the 

value T measured at a chosen damaged area: 

 0ln .
4

He Ne T
ALD

T




  

  
 

 (1) 

Both the OPD and the ALD measurements are affected by swelling, the expansion of the 

implanted material determining both a further phase shift of the probe laser beam and an 

additional absorption contribution. At the lowest order in the displacement of each layer in 

diamond and in the relative variation of refractive index, the values of OPD and ALD to the 

net of the swelling effect are obtained by the measured ones (OPDm, ALDm), by the simple 

equations: 

  0 01 , ,m mOPD OPD n h ALD OPD k h             (2) 

were n0 and k0 are the refractive index and the extinction coefficient of undamaged pristine 

diamond and h is the swelling height. 

While the extinction coefficient of pristine diamond at 632.8 nm can be assumed to be 

null and thus the contribution of the term 0k h  can be neglected, the product  0 1n h   

amounts to about 15% of the measured OPD, and has been properly subtracted. 

The fluence in the central region of each implantation has been calculated simply as the 

ratio of the deposited charge Q to the area AΩ of the raster scanning area. This approximation 

is justified if the scanning is uniform and the dimensions L of the scanned area is much wider 

than the beam cross-section l (in our case, L = 125 μm >> l = 10-20 μm). 

The charge Q is evaluated by means of the procedure outlined in section IIb with an 

accuracy of the order of 1%, while AΩ is measured directly on the OPD maps by evaluating 

the number of pixels whose OPD is above the average value between the OPD inside and 

outside the implanted area. We verified in this way the repeatability of the area setting to be 

significantly better than the calibration uncertainty obtained with the TEM Cu grid, allowing 

to keep the overall fluence uncertainty as low as ~3%. 

The optical depth and absorption length variation, extracted by the experimental data as 

illustrated before, reveals a clear correlation with the implantation fluence and ion energies, as 

shown in Figs. 5 and 6. 

3.2 Simulation of the ion damage 

In order to extract the refractive index variations with the ion-induced damage from the 

fluence dependence of the OPD and ALD we need a model which, for any given ion-energy 

and fluence, gives a physical quantity expressing the entity of damage at a given depth into 
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the diamond. We assumed this quantity to be the induced vacancy density  z , admitting 

this parameter to bring all the essential information about the damage processes of a specific 

ion species and energy. We evaluated  z  numerically using Monte Carlo SRIM 

simulations [40], averaged over ensembles of 50,000 ions, by setting the atomic displacement 

energy o 50 eV [41] and adopting the quick calculation mode. 

For an ion of energy E, the simulation provides the number of vacancies per unit length at 

a depth z as
   E

p z  (see Fig. 7). Then, we calculated the induced vacancy density at a given 

fluence and energy to be      E
z p z   , supposing that non-linear processes such as self-

annealing, ballistic annealing and defect interaction could be neglected. Infact, it has been 

shown that at damage densities that do not exceed the graphitization threshold (i.e. 1·10
22

 

vacancies cm
3

 for shallow implantations [42] and 6-9·10
22

 vacancies cm
3

 for deep 

implantations [43,44] such an hypothesis is valid and provides an adequate description of the 

ion-induced damage process in diamond in many respects. 

3.3 Phenomenological model 

Let us assume the complex refractive index n̂ n ik   to be directly determined by the 

vacancy density ν(z); here we assume a linear behaviour of kind: 

    0
ˆ ˆ ˆ .n z n c z    (3) 

Let us suppose that the complex optical path difference COPD OPD iALD   between the 

irradiated and unimplanted areas is exclusively determined by the refractive index as follows: 

   0
0

ˆ ˆ ,COPD n z n dz


     (4) 

thus neglecting internal reflections between adjacent differently damaged layers in diamond, 

and in general considering the processes of refraction and absorption of the probe laser beam 

as independent from each other. Indeed, it is reasonable to exclude discontinuities along the 

depth of the irradiated media which might provoke interference phenomena at interfaces; 

however we may not exclude a priori a relatively sharp gradient of the modified refractive 

index that might induce interference-like effect, and, if the absolute k value becomes high 

enough, might result in n and k reciprocal dependence. The validity of our supposition has 

been validated a posteriori by means of a full multi-layer optical calculation, as described in 

the following section. 

From Eqs. (3) and (4) the complex optical path differences ( )ECOPD   at fluence  and 

energy E are given by: 

 
           

0

with ,
E E E E

COPD c I I p z dz 


                  (5) 

where the dependence from the ion energy and fluence has been highlighted. 

Since 
 E

I  can be numerically calculated from a known profile 
   E

p z  for the two ion 

energies employed in the implantations (values of 7.06 and 8.62 were found respectively for 

E = 2 and 3 MeV), it is possible to fit the experimental OPD and ALD data with the real and 

the imaginary part of Eq. (5), by employing the fluence  as an independent variable and 

introducing a complex coefficient c as a fitting parameter, in a way that a same linear 

expression fits the ratio  E ECOPD I , irrespective of the ion energy. 
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Fig. 5. Behaviour of the ratio   /E EOPD I  as a function of the fluency. In the inset, 

particular of the points representing eight different impantations at a same nominal fluency but 

with different values of the instantaneous current (a factor 5 of variation). 

This is shown Figs. 5 and 6, where the ratio  E ECOPD I  is reported as a function of 

, and is also confirmed by the data in Table 1, where the coefficients Re(c) and Im(c), found 

by linear regression of the 2 and 3 MeV implantations data are shown to be compatible within 

the uncertainties. 

 

Fig. 6. Behaviour of the ratio   /E EALD I  as a function of the fluence. 
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Furthermore, the inset of Fig. 5 reports data relevant to eight implantations performed 

with 2 MeV protons at the same fluence with different ion currents (ranging from 0.2 nA to 1 

nA). The OPD data are compatible within the experimental uncertainties, thus indicating that 

the fluence delivery rate has no significant effect on the refractive index variation. 

Table 1. Values of the Coefficient c Resulting from the Linear Fitting of the Data 

Relevant to 2 MeV and 3 MeV Proton Implantations 

 Re(c) (cm3) Im(c) (cm3) 

E = 2 MeV (4.34 ± 0.05)1023 (2.86 ± 0.05)1023 

E = 3 MeV (4.26 ± 0.12)1023 (2.85 ± 0.10)1023 

3.4 Multilayer model and validation of the phenomenological model 

As mentioned above, Eqs. (4) were derived under the assumption of the independence of the 

processes of refraction and absorption of the probe laser beam, and in particular that internal 

reflections due to the variation of the refractive index can be disregarded. To validate this 

hypothesis, we elaborated a model describing the propagation of the probe laser beam in 

diamond through a number of layers of different refractive indices and extinction coefficients, 

thus considering all processes of refraction and absorption associated with the variation of the 

complex refractive index in the implanted material by setting at the layers interfaces the 

appropriate boundary conditions of continuity of the electric field and of its derivative. We 

considered a simulation grid identical to that of the SRIM simulation, with a constant vacancy 

density  E

i ip z   (1 100i  ) and a complex refractive index 
0

ˆ ˆ
i in n c    for each 

layer, adopting for the complex parameter c the values obtained in the previous section. 

 

Fig. 7. Functions    E
p z  for implantations of protons with energies of 2 and 3 MeV. 

By comparing the amplitude and phase shift of the transmitted wave with the reference 

incident wave it is possible to estimate the values of the optical path difference and the 

absorption length difference, for each value of energy and fluence. The difference between 

the resulting estimations of 
   E

COPD   and those obtained from the previously described 
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phenomenological never exceeds 1%, that is well bellow the experimental errors, confirming 

the validity of the approximation stated by Eq. (4). 

4. Discussion and conclusions 

Interference microscopy and transmission spectroscopy has been exploited to study the 

dependence of diamond refractive index and extinction coefficient on the damage produced 

by 2-3 MeV H ions, for fluencies ranging over 10
15

-10
17

 cm
2

. At these fluencies, the vacancy 

densities at end-of-range reaches 2.5·10
21

 cm
3

, well below the amorphization threshold. Up 

to these values, the dependence of the complex refractive index on the vacancy density ν 

results to be linear: 

   23 3ˆ 2.41 (4.34 0.05) (2.86 0.04) 10 cmn i           (6) 

This expression were deduced with the aid of a phenomenological model based on the 

integration along the probe beam path of the real and imaginary parts of the complex 

refractive index, under the assumptions that the interplay between the refraction and 

absorption processes can be neglected, as demonstrated a posteriori with a complete multi-

layer model. The experimental results suggest that the variation of the refractive index 

depends only on the overall vacancy density induced by the radiation during the process, 

irrespectively of the ion energy and of the beam intensity. 

Where a comparison is possible with previous reports about the optical characteristics of 

ion-damaged diamond [18,20,22,23],  the increasing trend of the real part of the refractive 

index is confirmed, and the linear coefficients, although determined with much higher 

uncertainty, are compatible with our results. In the very early report of [18], the refractive 

index of diamond implanted with 20 keV C
+
 ions exhibits a monotonic increase as a function 

of implantation fluence, with linear coefficients strongly dependent on the sample and ranging 

from about 2 to 10·10
23

cm
3
. The linear dependence holds up to a damage level at which the 

refractive index seems to saturate; such saturation level corresponds to a total atomic 

concentration of 0.025, i.e. 4.5·10
21

 vacancies cm
3

, a value slightly exceeding the maximum 

damage density explored in the present work (2.5·10
21

 cm
3

). For one of the four diamond 

samples reported in [18] (namely, sample I), the dependence of the refractive index from the 

damage density (estimated with the usual linear approximation from the damage profile of 20 

keV C ions) is in very satisfactory agreement with our result, while other samples exhibited 

rather different trends. From such very early report it is not possible to reconstruct the types 

of the different diamond samples employed. Differently from what reported in [45], in [22] no 

clear trend emerges in the variation of the refractive index and therefore a direct comparison 

with the present work is difficult. In [23] the authors report about a low value of the refractive 

index for the heavily damaged buried layers, whose damage-induced vacancy density amount 

to about 4·10
22

cm
3

. In these conditions, the degree of amorphization/graphitization by far 

exceeds what reported in the present work. Finally, it is worth remarking that the results are in 

good agreement with more recent ellipsometric studies of the refractive index variation in 

shallow layers implanted with 180 keV B ions, for which consistent linearly increasing trends 

are reported in the at low damage densitity regime [20]. In particular, at wavelength 632.8 nm 

a linear coefficient of (3.8 ± 0.3)·10
23

 cm
2

 can be obtained for the dependence of the real 

part of the refractive index, in satisfactory agreement with the value reported in our work (see 

Eq. (6)), particularly if it is considered that different implantation conditions and analytical 

techniques were employed in [20]. 

The increasing trend of the refractive index as a function of induced damage is somewhat 

surprising with respect to what reported in other materials, such as quartz [45] or zircon [46], 

for example. This is because the most direct effect of ion implantation in crystals usually 

consists in the progressive amorphization of the substrate, which invariably leads to a 

decrease of the atomic density and therefore of the refractive index. Although often 
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quantitatively predominant, the above-mentioned process is not the only effect determining a 

variation in refractive index. Beside volume expansion, other damage-related effects can 

occur which have a significant and direct effect on the refractive index, namely changes in 

atomic bond polarizability and structure factors, as expressed by the Wei adaptation of the 

Lorentz-Lorenz equation: 

 
   2 2

2

1 2

6

n nn V
F

n Vn





     
     

 
 (7) 

where V is volume, α is polarizability and F is the structure factor of the target implanted 

material [47]. 

Although the volume expansion term is dominating in most cases, the structural 

modification results in changes of the chemical bonds and subsequently of the material 

polarizability. Such changes can be either positive or negative in sign and therefore, although 

the detailed analysis of these complex mechanisms goes beyond the scopes of the present 

work, it is reasonable to expect strong polarizability-related effects in a peculiar material such 

as diamond, in which the nature of the chemical bond can be subjected to drastic changes (i.e. 

from the strongly covalent sp
3
 bonds to sp

2
 bonds). 

While for low damage levels (well below the amorphization threshold, as mentioned 

above), polarizability-related effects related to the formation of isolated sp
2
 defects can 

dominate over the volume effects, it is reasonable to expect that at higher damage levels the 

amorphization of the diamond sp
3
 lattice can lead to predominant density effects and thus to 

the reduction of the refractive index, as indeed observed in [23]. 

We conclude by remarking that further investigation should be necessary to ascertain if 

the same mechanisms occur also for the damage induced by other ion species, but the present 

work indicates that a proton beam can be used in tailoring the optical properties of diamond in 

the MeV range with the help of a common damage simulation software such as SRIM. The 

methodology of measurements and analysis which we have adopted for this study is of ease 

and versatile use, for application for any transparent material within very large range of 

energies and fluences. 
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