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Abstract 

The approach presented in this paper aims to obtain a QoS 
for IPv6 protocol over LEO satellites. Most of the switching 
and access operations in the proposed system will require 
the intelligent functions to be located on earth. 

We can allocate links at different bit-rates and no particu- 
lar assumptions have been made as concerns the access pro- 
tocol in order to maintain the presented work at a general 
level. Both Controlled Load and Not-Controlled Load traf- 
fic have been considered. 

The behavior of the proposed system shows that the uti- 
lization and the delays are strictly related. The simulations 
show that large delays correspond to small values of utiliza- 
tion while short delays have the drawbacks of bandwidth 
waste. Results point out that, as concerns the privileged traf- 
fic classes of NCL are subject to delays very close to those 
obtained by the CL traffic while maintaining high link uti- 
lizations. 

1 Introduction 

In communication systems of the third generation an high 
degree of integration is envisaged. Terminals will be able to 
access the network from several different environments us- 
ing heterogeneous sub-networks. For the provision of high 
data-rate services terrestrial networks are to be preferred, 
however, in some circumstances, satellite access is the most 
convenient solution, in particular LEO orbits offer a global 
coverage and low delays in comparison to other satellite sys- 
tems. 

Studies concerning the characteristics of traffic in global 
digital networks foresee that IP protocol will be largely used 
for the delivery of services to the users, while ATM will play 
a major role in the backbones. The new generation of IP, 
IPv6 [ 11, provides some interesting properties concerning 

integration on mobile networks and classification of flows. 
The development of this protocol suite is foreseen for the 
delivery of the great variety of services provided by future 
communication systems. 

The provision of QoS is bandwidth consuming and the 
bandwidth is a valuable resource in satellite systems. In our 
work we try to find a compromise between an efficient uti- 
lization of the links and an acceptable QoS control. 

At present the support for the quality of service in the 
Internet is not fully implemented [2][3]. The standardization 
process of some methods for QoS support over IP terrestrial 
networks is not completed. 

The approach presented in this paper aims to obtain a QoS 
for IPv6 protocol over LEO satellites. Most of the switching 
and access operations in the proposed system will require 
the intelligent functions to be located on earth, in agreement 
with the extremely stringent power and weight constraints 
imposed to LEO satellites. 

In order to achieve the needed QoS, we can rely on the 
integrated or differentiated services [4]. 

The source of traffic considered in the model is of the ag- 
gregated type. Single user traffic will be considered in a 
future development of the proposed system. The aggregated 
traffic derives from a number of sources of different kind: 
multimedia services and TCP applications like file transfer, 
interactive terminals and WEB browsing. 

As concerns the traffic management, some flows explic- 
itly require QoS provision which is obtained in our sys- 
tem using integrated services; we implemented only the 
CL (Controlled Load) [5] service for this purpose. In our 
opinion the majority of future real-time applications will be 
adaptive and in the modeled satellite system the implementa- 
tion of the guaranteed service 161 would lead to unacceptable 
wastes of bandwidth. 

The traffic that does not use the CL service is called here- 
after NCL (Not Controlled Load). 

In the CL traffic the waste of bandwidth cannot be 
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Figure I: The block diagram of our system 

avoided, so we decided not to allow the NCL traffic to waste 
bandwidth. This choice leads to greater delays for the NCL 
packets . 

In order to provide some QoS in the NCL traffic, we im- 
plemented the differentiated policy in this class of traffic, so 
we can provide a QoS support also for the NCL traffic. 

The channel resources are modeled in a way similar to the 
hierarchical structure proposed by the ETSI (Y group. We 
can allocate links at different bit-rates and no particular as- 
sumptions have been made as concerns the access protocol 
in order to maintain the presented work at a general level. 

Our objective can be summarize as follow: 

1. provide support for QoS; 

2. maximize the utilization of the allocated links; 

3. minimize the total number of the allocated links in or- 
der to grant access to other users to the satellite and to 
minimize channel interference; 

4. deny waste of bandwidth for the NCL traffic. 

2 Thesystem 

In the fig. 1 is shown the scheme of our system. The six 
blocks are described in the following: 

Classifier: it execute the classification of the packets and 
selects the service to be received. The classification is 
based on IPv6 flow labels for CL traffic and DS. field 
for the NCL one. 

Queue manager: its duty is to check the queue state and 
drop or mark packets when necessary. This block was 
not fully implemented in our simulations. 

Scheduler: it picks out from the queue the packet to be 
sent. We used a modified version of the H-FSC al- 
gorithm [7].  The H-FSC algorithm, as well as others 
scheduling algorithms can not be successfully applied 
in this case for three main reasons: the bit-rate of the 
channel is variable, the total bit-rate is composed by a 
number of links and, finally, the characterization of the 
NCL traffic does not fit the requirements of the H-FSC 
algorithm. 

The choice of the H-FSC is due by a more flexible re- 
source management than H-PFQ algorithms allows by 
decoupling the delay and bandwidth allocation. 

To process the CL traffic, we modified the H-FSC al- 
gorithm as follows: 

the re-ordering of the packets is avoided; 

the higher bit-rate links are preferred. 

To process the NCL traffic only the link-sharing criteria 
is used. 

Measurer: it measures the number of bits arrived to the 
node in a time slot Ts. This measure is needed either by 
the admission control algorithm and as an estimate of 
the CL bit-rate for the bandwidth manager. We adopted 
two measurement mechanisms: the time-window [SI 
and the exponential averaging. 

Admission control and reservation: the admission con- 
trol algorithm adopted is the measured sum [SI. 
The choice is due to the easiness its implementation 
and to its operational costs together to its good perfor- 
mances 

This algorithm admits a new flow when the following 
condition happens: 

S + T < 0.9. BCL , (1) 

where r is the declared mean bit-rate of the new flow, 
BCL is the total allocated bit-rate and 

S = min{ R,, &L} , (2) 

where R, is the measured load of the existing CL traffic 
and RCL is the sum of the bit-rates announced by the 
admitted flows. 

When the condition in (1) is not satisfied, the request 
for a new link is sent to the Bandwidth Manager. 

Bandwidth manager: it talks directly to the satellite 
MAC. Its task is to decide weather to allocate new satel- 
lite links and when to release old ones. A decision is 
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taken every T,  seconds. To improve the performances 
of the system T, should be as small as possible, nev- 
ertheless small values of Ta are lower-bounded by the 
T,,, delay (see later). 

We make the assumption that the requests of bandwidth 
to the MAC layer has to be limited. The limitation is 
imposed on the total available bit-rate and on the num- 
ber of links for a given bit-rate. The first one leads to a 
probability of allocation failure increasing with the to- 
tal amount of allocated bandwidth. The second limita- 
tion tends to reduce the total number of allocated links 
by preferring a small number of high bit-rate links to a 
large number of low bit-rate links. 
The granularity of the allocated links is not constant but 
is adapted to the total allocated bit-rate. The proposed 
allocation strategy chooses small steps of bit-rate when 
the total requested bandwidth is small, and larger steps 
when the total requested bandwidth is high. 

Every T, seconds we get 

(3) rate = - -+ RnewcL , 

where Q is the number of bits waiting in queue and 
RnewcL is derived from flows blocked by the admission 
control test as explained in (1). 
As a matter of facts, &ITa is the bit-rate needed to send 
all the packets in queue in T,  seconds. 
The variable rute is compared with W ,  where W is de- 
rived from: 

Q 
Ta 

W = min{BcL, RCL, & p ) ,  

where p ( p  > 1) is necessary to reserve some more 
bandwidth for the CL traffic. The quantity ReqRate de- 
fined by 

ReqRute = min{rute, W }  , 
represents the effective rate to be requested to MAC 
layer. The quantity ReqRate, compared with the total 
allocated bit-rate B,,, is used to decide whether to re- 
lease or request links. 
Note that with this method the needed bandwidth is pre- 
dicted by considering the CL traffic only, while for the 
NCL traffic we measure the queued packets; this allows 
not to have bandwidth waste for the NCL traffic. 

The simulated LEO system 
As concerns the MAC layer on the LEO satellite, the follow- 
ing model is adopted. The probability of rejection of a re- 

quest is related both to the requested bit-rate and the present 
load of the system. 

The request will be acknowledged with a uniform random 
delay between Tmin and T,,, which take into account the 
delays due to propagation in the satellite channel, latency for 
the request processing and eventual collisions on the request 
channel. 

We put 

Tmin = 19 ms 
T,,, = 42 ms 

Given these values, we have chosen the value for T ,  to be 
50 ms. 

The satellite channel was modeled in a way similar to the 
ETSI cy group: eight different link type, from 32 to 256 kbps 
arranged in a tree structure, in a way that higher bit rate 
channels can be splitted into two lower bandwidth links. No 
assumptions have been made on the access method. 

We divided the NCL traffic in 8 service classes, each one 
characterized by a different delay. 

Recent studies [9, 10, 111 have shown that for the network 
traffic a self-similar model is more realistic than the tradi- 
tional Poisson model. This model involves that bursts can be 
distributed over a large scale. Self-similar traffic can be ob- 
tained by the superposition of many strictly alternating i.i.d. 
ON/OFF sources. Each source is heavy-tailed distributed, 
following the Pareto distribution described by two parame- 
ters: the location xo and the shape cy. These parameters are 
connected with the mean p by the following relationship: 

To generate the NCL traffic at various bit-rate we consider 
the sum of several sources of this type. 

CL traffic aggregation also can be modeled as self-similar; 
we considered each flow as an ON/OFF source. In tab. 1 
are shown the models used in our simulations (see [12] and 
ETSI recommendations). The Poisson model has been also 
used for comparisons. 

We keep a queue for each flow (CL traffic) and traffic class 
(NCL traffic). The maximum length of the queue associated 
with a flow is determined by the parameters announced by 
the flow itself. The maximum length of the queue associated 
with a traffic class is determined by the bit-rate allocated for 
the whole NCL traffic. We choose to drop packets when the 
queue is full. 

4 Simulation results 
In the simulations the utilization of the satellite links Vs the 
packet delay is investigated. 
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Exponential 
Exponential 

Distribution I ,UON (ms) I ,UON (ms) I Peak rate I CY 

I Pareto I 400 I 400 I 76kbos 1 1.5 I 

~~ ~~ 

20 180 304kbps 
3000 3000 64kbps 

I Pareto I 40 I 360 I 304kbps I 1.1 I 
Pareto I 313 I 2925 I 76kbps I 1.1 

ExDonential I 313 I 325 I 76kbos I 

Table 1: ON/OFF sources model used in our simulations for 
CL traffic. 
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Figure 2: The utilization of the allocated links. 

In the simulations we considered a fixed number of CL 
sources and we plot the performances of the proposed sys- 
tem with a variable number of NCL traffic sources, i.e. a 
variable NCL traffic rate. The performance indexes are the 
amount of wasted satellite bandwidth (i.e. the allocated but 
unused fraction of bandwidth) and the CL traffic queue and 
delivery delay. A typical behavior of the the system is plot- 
ted in figs. 2 and 3. 

The mean delay has a peak; this can be attributed to our 
choice to avoid a re-ordering of the CL packets in an en- 
vironment characterized by several links. This peak can be 
eliminated, but we do not have anymore a monotonous curve 
for the utilization. 

In the presence of predominant CL traffic the delay can be 
maintained low only at expense of a low utilization (region 
A of the figures). 

As the NCL traffic increases (region B) the delay grad- 
ually increases but the waste lowers. This behavior can be 
explained by the fact that the NCL traffic covers the holes 
not filled by CL traffic. 

After a threshold the heavy load of NCL traffic impose a 
high bandwidth allocation; this CL traffic takes advantage 
from that since it has a higher priority. In this region (region 

i” 
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Figure 3: The mean delay of the CL packets. 

C) the CL flows always find a way to be quickly delivered. 
The utilization in this region is very high due to lack of band- 
width holes while the CL delay decreases. 

It is important to highlight that, as concerns NCL traffic, 
the mean delays are maintained sufficiently small, and the 
privileged traffic classes are subject to delays very close to 
those obtained by the CL traffic. 

5 Conclusions 

We presented a system able to manage both CL and NCL 
IPv6 traffic flows over LEO satellite links where a shared 
medium is employed at physical level. The bandwidth allo- 
cation is dynamic and a QoS support is provided. 

The results show that it is possible get low delays and 
high utilization in the presence of prevalent NCL load, while 
when the majority of the traffic is CL, small delays corre- 
spond to a poor utilization. 

Several others scheduling models will be considered in 
the near future. 

The system studied in this work will be also applied to 
single (not aggregated) CL traffic sources, and the perfor- 
mances will be published shortly. 

Another interesting extension is under development for 
NCL traffic type only, implementing the Differentiated Ser- 
vices model and Advanced Flow Control. 
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