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#### Abstract

Complex systems are frequently found in modern industry. But with their multisubsystems, multiobjectives, and multiconstraints, the optimization of complex systems is extremely hard. In this paper, a new algorithm adapted from biogeography-based optimization (BBO) is introduced for complex system optimization. BBO/Complex is the combination of BBO with a multiobjective ranking system, an innovative migration approach, and effective diversity control. Based on comparisons with three complex system optimization algorithms (multidisciplinary feasible (MDF), individual discipline feasible (IDF), and collaborative optimization (CO)) on four real-world benchmark problems, $\mathrm{BBO} /$ Complex demonstrates competitive performance. $\mathrm{BBO} / \mathrm{Complex}$ provides the best performance in three of the benchmark problems and the second best in the fourth problem.


## 1. Introduction

With the recent advances of technology in industry, many systems include more components and parts than those in the past. Such systems are more complex than ever before. The design optimization of such systems becomes more difficult under these circumstances. One familiar example is the design of the modern aircraft, where thousands of components need to be designed, and millions of parts need to be chosen for assembly. Due to the huge number of variables, it is extremely difficult to find an effective optimization method.

In the remainder of this section, we give a brief introduction to complex systems, optimization algorithms for complex systems, and biogeography-based optimization (BBO). In Section 2, we introduce the new optimization algorithm for complex systems (BBO/Complex). Section 3 demonstrates the performance of $\mathrm{BBO} / \mathrm{Complex}$ with competitor algorithms. Section 4 presents conclusions and plans for future work.
1.1. Complex Systems. According to [1], a complex system has the following properties: (1) a complex system contains a
large number of elements; (2) the elements have interactions with each other; (3) the interactions are rich; (4) the interactions include certain characteristics such as nonlinearity. In [2], a complex system is defined as "[a] $n$ assembly of interacting members that is difficult to understand as a whole." We see that complex systems can have various structures, as long as they satisfy the above descriptions. Considering these descriptions and real-world systems in modern industry, we propose here that a complex system includes the following characteristics: (1) multiple objectives; (2) multiple constraints; (3) multiple variables; (4) high degree of nonlinearity. This is an ambiguous and fuzzy definition, but no more so than the definitions of many other engineering terms. Perhaps it is appropriate that the definition of a complex system is, itself, complex.

The mathematical description of a system comprises equations and inequalities that include the definitions of variables, the ranges of variables, and the connections between variables. Optimizing a system is equivalent to mathematically defining the system and then finding the feasible solutions that (approximately) optimize the objective functions. But when the order of the equations or inequalities is relatively large or those equations or inequalities are highly


FIgure 1: Multidisciplinary feasible (MDF) formulation [9].
nonlinear, the solutions must be obtained numerically rather than analytically [3]. Unfortunately, most complex systems include interacting subsystems that are either continuous or NP-hard and thus contain a huge number of possible solutions. The inclusion of subsystems in complex systems adds even more complexity than that involved in a single system.

### 1.2. The Optimization of Complex Systems: Multidisciplinary

 Design Optimization. Multidisciplinary design optimization (MDO) is a class of optimization methods dedicated to solving design problems that involve more than one discipline. Its definition is as follows: "Multidisciplinary Design Optimization (MDO) is a methodology for design and analysis of complex engineering systems and subsystems which coherently exploits the synergism of mutually interacting phenomena" [4]. Based on this definition, we see that MDO algorithms are good candidates for complex system optimization tools.In the 1970s and 1980s, computer aided design became a mature approach for aircraft design, including economic factors, manufacturability, and reliability. Aircraft design was the initial motivation of MDO [5]. With thousands of parts and parameters in airplane design, MDO provided a revolution in the aircraft industry. In 1989, the American Institute of Aeronautics and Astronautics (AIAA) established the technical committee on MDO [5].

As mentioned above, MDO is a class of optimization methods. Numerous algorithms belong to this class, such as multidisciplinary feasible (MDF), which is the most popular MDO algorithm [6]; individual discipline feasible (IDF), which does not require system decomposition [7]; and collaborative optimization (CO), which is effective for many complex systems and which has been widely adopted in industry [8].

Traditional MDO algorithms are frameworks that provide basic conceptual structures without specifying the detailed underlying algorithms. In [9], the definition of MDO is given as follows: "an MDO method for a given problem consists of an MDO formulation and an optimization algorithm." The particular optimization algorithm is usually
chosen based on the specific problem or the user's preference. Different MDO methods can share the same underlying optimization algorithm. Conversely, the same MDO method can be implemented with different underlying optimization algorithms. Therefore, the major difference between MDO algorithms is the MDO formulation, or, in other words, the structure of the method.

The most popular MDO algorithms include MDF, CO, and IDF. MDF is perhaps the most well-known MDO algorithm. It is often considered the standard solution method for multidisciplinary problems. The structure of a typical MDF algorithm is shown in Figure 1. The top level of MDF is system optimization. The second level is called multidisciplinary analysis (MDA), which passes coupled variables among subsystems to obtain feasible solutions at the subsystem level after a certain number of iterations. After reaching the iteration limit, the second level passes its solution to the first level, and this completes one optimization cycle. The iteration cycle limit is usually defined by the user. The structure of MDF enables it to be a very competitive optimization method when the subsystems are highly coupled.

CO is another typical MDO algorithm and has a bilevel structure which is shown in Figure 2. The first level is the system optimizer, which optimizes the feedback from the subsystem optimizers. The second level is the combination of the subsystem optimizers, which optimize each subsystem. Unlike MDF, the subsystem optimizations in CO are independent from each other, which means that CO puts more focus on subsystem optimization, which is advantageous for systems with extremely complex subsystems that are loosely coupled.

IDF is an all-in-one MDO algorithm. The most significant benefit of IDF is that it can optimize all of the subsystems together without subsystem optimizations. For most MDO algorithms, decomposition of the system is necessary. But unlike CO, IDF does not require subsystem optimization. It treats subsystems more like objective functions. As long as we have the objectives and constraints for each subsystem, IDF can be implemented. As we see from the structure of IDF in Figure 3, IDF includes subsystem analysis but not subsystem optimizers, which makes it an all-in-one


Figure 2: Collaborative optimization (CO) [9].


Figure 3: Individual discipline feasible (IDF) formulation [9].
algorithm. Optimization only operates at the global system level.
1.3. Biogeography-Based Optimization. BBO is a newly invented heuristic algorithm that was first introduced in 2008 [10]. Like most heuristic algorithms, it is inspired by nature. The inspiration of BBO comes from the distribution of species over time and area. The environment of BBO is analogous to an archipelago of islands, and each island is considered as a possible solution to the problem. Each decision variable is called a suitability index variable (SIV) in BBO, and each island consists of SIVs. The performance of each island is measured by objective functions, and we use habitat suitability index (HSI) to represent the level of performance. BBO uses migration to share SIVs and mutation to randomly create new SIVs. The basic procedure of the BBO algorithm is as follows [11].
(1) Define the mutation probability and the elitism parameter. Mutation and elitism are the same as in genetic algorithms and many other evolutionary algorithms [12].
(2) Initialize the population. Again, this is performed as in any other evolutionary algorithm [12].
(3) Calculate the immigration rate and emigration rate for each island. Good solutions have high emigration rates and low immigration rates. Bad solutions have low emigration rates and high immigration rates.
(4) Probabilistically choose the immigrating islands based on the immigration rates. Use roulette wheel selection based on the emigration rates to select the emigrating islands.
(5) Migrate randomly selected SIVs (i.e., independent solution variables) based on the selected islands in the previous step.
(6) Probabilistically perform mutation for each island.
(7) Replace the worst islands in the population with the previous generation's elite islands.
(8) If the termination criterion is met, terminate; otherwise, go to step 3.

BBO is based on migration between islands, and each candidate solution in a BBO population is referred to as an island. BBO therefore uses some of the same terminology as that in island models in evolutionary computing. Island models were first introduced in distributed genetic algorithms (GAs) [13] designed for parallel computing. In island models, each island typically represents a semiisolated subpopulation of candidate solutions. Each subpopulation used a different search strategy, and candidate solutions occasionally migrate between islands. The island model is an effective tool for parallelizing evolutionary algorithms and also for preserving diversity throughout the entire population. A schema-based model of an island GA was developed and studied in [14], and a Markov-based model was proposed in [15]. Separability, population size, and convergence of island models were
studied in [16]. Several parallel island EAs are reviewed and surveyed in [17]. The design and theoretical analysis of island model migration strategies are studied in [18]. Island models have been applied to practical optimization problems in several works, including [19-21].

Although BBO terminology uses the term island, the definition of a BBO island is different than the definition of an island in the island model. In the island model each island represents a subpopulation of candidate solutions, while in BBO each island represents a single candidate solution. We use the term archipelago (which is a group of islands) to represent a BBO subpopulation. In the remainder of this paper, we discuss the multiarchipelago BBO structure for optimizing complex systems. The multiarchipelago BBO structure is similar to the standard island model structure of EAs but includes a significant difference. Island model EAs are generally designed to solve a single problem. However, our multiarchipelago BBO algorithm is designed for complex systems with multiple subsystems, with each archipelago consisting of multiple islands and designed to optimize a unique subsystem.

BBO has recently become popular in both academia and industry. As with other EAs, BBO can be considered as a family of algorithms, or metaheuristic, and can be easily modified for application to various types of problems. BBO has been used for parameter selection in electric discharge machining [22], power flow optimization [23], robot control tuning [24], cancer classification [25], and many other applications.

Since its inception, BBO has been modified in a variety of ways. For example, it has been hybridized with differential evolution [26], ant colony optimization [27], particle swarm optimization [28], artificial bee colony optimization [29], and harmony search [30]. BBO has also been extended to special types of optimization problems, such as those with noisy fitness function evaluations [31], those with constraints [32], those with discrete search spaces [33], and those with multiple objectives [34].

## 2. BBO for Complex Systems

BBO was invented less than a decade ago, but according to [10] it provides competitive optimization performance with ACO, differential evolution (DE), evolutionary strategy (ES), GA, population-based incremental learning (PBIL), particle swarm optimization (PSO), stud genetic algorithm (SGA), and many other algorithms. This is the reason we extend BBO to complex systems.

The original BBO algorithm was designed for a single objective, no constraints, and single system problems. But since then BBO has been extended to multiobjective problems [35] and multiconstraint problems [36]. As we recall from Section 1, the major feature of the complex system is its multisubsystem structure. Therefore, our major goal in this paper is to extend BBO to systems with multisubsystems, where each subsystem contains multiobjectives and multiconstraints. Our new algorithm is called BBO/Complex.

Our first BBO extension involves its environment. The original BBO environment is an archipelago that consists of
islands. The islands represent possible solutions to the problem. This BBO environment is based on the premise that BBO is a single system optimization algorithm. Complex systems contain more than one subsystem, each of which is partially independent from the others. Therefore, the environment of $\mathrm{BBO} /$ Complex includes $n$ archipelagos, where $n$ is the number of subsystems. The second difference between BBO and $\mathrm{BBO} / \mathrm{Complex}$ involves objectives and constraints. The original BBO algorithm only includes one objective and no constraints, but BBO/Complex includes multiobjectives and multiconstraints. The new environment of BBO/Complex is as follows [37].
(1) $P=\left\{A_{-} 1, A_{\_} 2, A_{\_} 3, \ldots\right\}$ is a population that is comprised of archipelagos. Each archipelago corresponds to one subsystem.
(2) $A \_h=\left\{I \_h 1, I \_h 2, I \_h 3, \ldots ; O \_h 1, O \_h 2, O \_h 3, \ldots\right.$; $\left.C h 1, C h 2, C \_h 3, \ldots\right\}$ is an archipelago that is comprised of islands $I \_h i$, objectives $O \_h i$, and constraints C hi .

As previously discussed, each archipelago is an analogy for a subsystem. So each archipelago contains three groups of components. The first group of components is a group of islands, and each island is a possible solution to the subsystem optimization problem. The second group of components is a group of objectives for the subsystem. The last group of components is the set of constraints for the subsystem. The combination of all three groups of components in the subsystem is called an archipelago.
(3) $I \not h i=\left\{S \_h i 1, S \_h i 2, S \_h i 3, \ldots\right\}$ is an island that is comprised of SIVs, also called candidate solution features, independent variables, or design variables, which are denoted as S_hij.
Mutation in BBO/Complex is identical to that in standard BBO. But migration in BBO/Complex needs to be modified due to the fact that the environment of $\mathrm{BBO} / \mathrm{Complex}$ contains more than one subsystem. In the following sections we consider two types of migration: within-subsystem migration and cross-subsystem migration.
2.1. Within-Subsystem Migration. Within-subsystem migration contains two parts: a ranking system and a modified version of the BBO migration algorithm. In standard BBO, the fitness of an island is linearly related to the objective function because the system consists of only one objective function and no constraints. So the only performance measurement comes from the objective function. But in a complex system, the performance of an island is not reflected by only one objective function. Due to the fact that each subsystem contains multiobjectives and multiconstraints, we combine all of this information to determine the fitness of an island and its resulting migration rate. We note here that Pareto-optimal solutions are often used in multiobjective algorithms. But Pareto approaches require decision makers to select a single solution from a set of Pareto-optimal solutions, all of which are considered to be equally optimal. The Pareto approach has the advantage of providing multiple candidates to the
decision maker as potential solutions but has the drawback of requiring the decision maker to select from a potentially large set of such candidate solutions. Our approach avoids the need for a human decision maker, which may be desirable for certain problems. In this paper, a ranking system is introduced for BBO/Complex which is a modified version of the nondominated ranking system (NDRS) [38].

NDRS was initially designed for single systems with multiobjectives [39]. NDRS eliminates the weighting factors used in weighted ranking algorithms. NDRS can be easily deployed in almost any optimization algorithm without major modification [40]. An updated version of NDRS was introduced in [41] as the ranking system in the multiobjective genetic algorithms (MOGA). That version uses inconsecutive integers as ranks to reflect the relative performance of each individual in a population. We are inspired here by both NDRS and the MOGA ranking system. But neither NDRS nor MOGA deal with constraint violation, which is a major concern in our work, as well as in most real-world optimization problems. So our modified NDRS considers constraint violations. We consider two factors that determine the relative performance of a candidate solution: fitness values and constraint violations. In our modified NDRS, the constraints have a higher priority than the fitness values. Violations of constraints significantly degrade the relative rank of individuals. Assume that we have a subsystem: the population size is $n$; the number of objectives is $m$; the number of constraints is $k ; R_{i}$ is the rank of the $i$ th island (to be determined below); and $V_{i}$ is the number of constraint violations of the $i$ th island. Algorithm 1 outlines the modified NDRS procedure.

After performing the above version of NDRS, we have the rank of each island in the subsystem. A smaller rank means better performance. For example, suppose that we have 4 islands and each of the islands has 3 objectives and 3 constraints. The objective and constraint violation information is as in Table 1. Based on those, the rank of each island is calculated according to the modified NDRS method in Table 1.

The ranks obtained from the modified NDRS are shown in Table 1, but one thing that needs to be mentioned is that the ranks assigned to the islands are $0,4,5$, and 9 rather than $0,1,2$, and 3 . Ranks are not necessarily consecutive integers. The reason is that NDRS reflects the performance of an island by including the number of partial domination counts in a rank rather than simply ordering the islands. This gives more granularity for rank values, which is important when statistically choosing migrating islands in BBO.
2.2. Cross-Subsystem Migration. Standard BBO only contains one type of migration, within-subsystem migration, which has been modified for BBO/Complex as shown before. But BBO/Complex also includes cross-subsystem migration. Cross-subsystem migration is different because each subsystem has its own ranking system. The comparison of ranks across subsystems is meaningless, because ranks assigned to each island in a subsystem only represents the relative goodness of the island in that specific subsystem. If we consider two islands from two different subsystems, we cannot
determine which island is better by simply comparing their ranks, because ranks from different subsystems are calculated differently based on the different subsystem objectives and constraints. Instead, cross-subsystem migration is based on three factors-distance between islands, the similarity level of objectives, and the similarity level of constraints.
2.2.1. Distance between Islands. The first factor to consider in cross-subsystem migration is the distance between islands. As we know, heuristic algorithms require population diversity [12]. BBO migration is based on sharing SIVs among islands. If the population has a low diversity, most of the islands are similar to each other, and the probability that an island improves after migration is low. In this case, migration may not effectively contribute to improvement in the population.

Mutation is the technique that introduces new SIVs to the population, and mutation does not depend on the diversity of the population. But the mutation rate is usually a small number, for example, $1 \%$, because large mutation rates negate the effectiveness of migration and reduce the evolutionary algorithm to a random search. The new information introduced to the population through mutation sometimes includes useful SIVs. But most of the time, those SIVs are useless and can even degrade the population. Mutation, in general, is not a rapid or efficient technique for evolution.

Usually we use the Euclidean distance to calculate the differences between islands. This calculation is straightforward for islands with the same structure. The Euclidean distance between islands $a$ and $b$ in archipelago $h$, both of which have c SIVs, is

$$
\begin{equation*}
D_{\mathrm{hab}}=\sqrt{\sum_{k=1}^{c}\left(S_{\mathrm{hak}}-S_{\mathrm{hbk}}\right)^{2}} . \tag{1}
\end{equation*}
$$

This calculation is valid if and only if both islands share the same structure, which means they have the same SIV type at the same location. But in a complex system, subsystems usually have different island structures. That is, the independent variables in subsystems are not commensurate. For example, the SIV types in island 1 may be labeled types 1,2 , and 3, but the SIV types in island 2 may be labeled 2,3 , and 4 . Equation (1) is not appropriate to calculate the distance between islands 1 and 2, because we cannot find the corresponding SIVs on both islands for the type 1 SIV and the type 4 SIV.

For BBO/Complex, we need a new technique to calculate the distance between islands with different structures. The partial distance strategy (PDS) is widely used in statistics to calculate Euclidean distances with missing data [42]. This is similar to our situation. Instead of missing data, we have missing SIV types. In order to implement PDS, we need to modify the data structure of the islands. First, we define each island to include all the SIV types on all islands. If an island did not originally include a specific SIV type, we assign

```
\(R_{1}=R_{2}=\cdots=R_{n}=0 ;\)
\(V_{1}=V_{2}=\cdots=V_{n}=0 ;\)
for \(i=1\) to \(n\) do
    for \(c=1\) to \(k\) do
        if constraint \(c\) of island \(i\) is violated then
                                    \(V_{i}=V_{i}+1\)
        end if
    end for
end for
for \(i_{1}=1\) to \(n\) do
    for \(i_{2}=i_{1}\) to \(n\) do
        if \(V_{i 1}>V_{i 2}\)
            \(R_{i 1}=R_{i 1}+m\)
        else if \(V_{i 1}<V_{i 2}\)
            \(R_{i 2}=R_{i 2}+m\)
        else if \(V_{i 1}=V_{i 2}\)
            for \(o_{1}=1\) to \(m\) do
                        if objective \(o_{1}\) of island \(i_{1}\) is better than \(o_{1}\) of \(i_{2}\) then
                        \(R_{i 2}=R_{i 2}+1\)
                        else if objective \(o_{1}\) of island \(t_{2}\) is better than \(o_{1}\) of \(t_{1}\) then
                \(R_{i 1}=R_{i 1}+1\)
                    end if
            end for
        end if
    end for
end for
```

Algorithm 1: Modified non-dominated ranking system (NDRS). $V_{i}$ is the number of constraint violations of the $i$ th island, and $R_{i}$ is the relative rank of the $i$ th island, where a lower rank is better. $m$ is the number of optimization objectives.

Table 1: Rank calculation example with the modified NDRS. A lower objective means better performance, and lower ranks are better than higher ranks.

|  | Objective 1 | Objective 2 | Objective 3 | Constraint violation | Rank |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Island 1 | 1 | 2 | 3 | 0 | 0 |
| Island 2 | 2 | 4 | 2 | 1 | 4 |
| Island 3 | 3 | 1 | 4 | 1 | 5 |
| Island 4 | 1 | 1 | 1 | 2 | 9 |

an N/A value to the SIV and treat it as missing data. The implementation of PDS in BBO/Complex is given as follows:

$$
\begin{gather*}
D_{\text {ghab }}= \begin{cases}\frac{t}{K_{\text {ghab }}} \sqrt{\sum_{k=l}^{t}\left(S_{\mathrm{gak}}-S_{\mathrm{hbk}}\right)^{2} K_{\text {ghabk }},} & \text { if } K_{\mathrm{ghab}}>0, \\
0, & \text { if } K_{\mathrm{ghab}}=0,\end{cases} \\
K_{\text {ghabk }}= \begin{cases}0, & \text { if } S_{\mathrm{gak}}=\frac{N}{A} \text { or } S_{\mathrm{hbk}}=\frac{N}{A}, \\
1, & \text { if } S_{\mathrm{gak}} \neq \frac{N}{A}, \text { and } S_{\mathrm{hbk}} \neq \frac{N}{A}\end{cases} \\
K_{\text {ghab }}=\sum_{k=1}^{t} K_{\text {ghabk }} . \tag{2}
\end{gather*}
$$

$D_{\text {ghab }}$ is the partial distance between island $a$ in archipelago $g$ and island $b$ in archipelago $h$, and $t$ is the
total number of SIV types. As an example, suppose we have 2 islands: island $1=[0,1,2,3, N / A, 4]$ and island $2=$ $[1,3, N / A, N / A, 5,5]$. Island 1 has 5 SIVs and island 2 has 4 SIVs, and the two islands have 3 SIVs in common. Then the distance is calculated based on (2) as $D_{12}=4.90$.
2.2.2. Similarities between Objectives and Constraints. The second and third factors in the island distance calculation are the similarity level of the objectives and the similarity level of the constraints. Subsystems with similar objectives and constraints are more likely to benefit each other through migration than subsystems that are not closely related. Our calculation of the similarity level is based on the fast similarity level calculation (FSLC) [37]. Suppose there are two islands, each of which has a vector of variables: $U=\left[u_{1}, u_{2}, u_{3}, \ldots\right]$ and $V=\left[v_{1}, v_{2}, v_{3}, \ldots\right]$ (either objectives or constraints). The similarity level (SL) of these vectors is calculated by FSLC in Algorithm 2.

```
SL = 0;
for each }u\in
    for each v\inV
        if u}\mathrm{ and v}\mathrm{ are the same type then
                        SL}=SL+
            end if
        end for
end for
```

Algorithm 2: Similarity level calculation. $U$ and $V$ are the sets of objectives or constraints of two islands (candidate solutions).
2.2.3. Summary of Cross-Subsystem Migration. Now that we have discussed the three factors for cross-subsystem migration, we summarize cross-subsystem migration as follows. First, calculate the migration probability between islands based on the similarity level between subsystems:

$$
P_{\operatorname{migration}}=\left\{\begin{array}{l}
\frac{1}{2}\left(\frac{\mathrm{OS}}{\mathrm{OS}_{\max }}+\frac{\mathrm{CS}}{\mathrm{CS}_{\max }}\right),  \tag{3}\\
\quad \text { if } \mathrm{OS}_{\max }>0, \mathrm{CS}_{\max }>0, \\
\frac{1}{2} \frac{\mathrm{OS}}{\mathrm{OS}_{\max }}, \\
\text { if } \mathrm{OS}_{\max }>0, \mathrm{CS}_{\max }=0, \\
\frac{1}{2} \frac{\mathrm{CS}}{\mathrm{CS}_{\max }}, \\
0, \\
\text { if } \mathrm{OS}_{\max }=0, \mathrm{CS}_{\max }>0, \\
\text { if } \mathrm{OS}_{\max }=0, \mathrm{CS}_{\max }=0,
\end{array}\right.
$$

OS is objective similarity level between two islands,
$\mathrm{OS}_{\text {max }}$ is the maximum interarchipelago objective similarity level in the population,
CS is constraint similarity level between two islands, $\mathrm{CS}_{\text {max }}$ is the maximum inter-archipelago constraint similarity level in the population.

The probability for a pair of subsystems to perform crosssubsystem migration is linearly related to the above migration probability. After that, we need to choose emigrating islands for each immigrating island. We use roulette wheel [43] to select the emigrating island. Islands with better partial distances will have better chance to be selected as the emigrating island. Figure 4 shows an example of emigrating island selection across subsystems.
2.3. Summary of BBO/Complex. BBO/Complex is summarized as follows.
(1) Define the control parameters: population size, stopping criteria, mutation probability, and elitism parameter. For example, a typical setup for BBO is that population size is 100 , stopping criteria is 100,000 cost function calls, mutation probability is 0.05 , and elitism parameter is 1 .
(2) Initialize the population. This is usually done with randomlygenerated individuals.
(3) Calculate the constraint and objective similarity levels between all pairs of subsystems.
(4) Calculate the rank of islands in each subsystem.
(5) Perform within-subsystem migration: probabilistically choose the immigrating islands based on the island ranks. Use roulette wheel selection based on the emigration rates to select the emigrating islands. Emigration rates are linearly related to the island ranks. After each immigrating island selects its corresponding emigrating island, we perform withinsubsystem migration. Each SIV in an immigrating island will have a chance to be replaced by an SIV from an emigrating island.
(6) Perform cross-subsystem migration: find suitable pairs of subsystems based on similarity levels. Calculate distances between each pair of islands from different subsystems. Use roulette wheel selection based on partial distances to select the emigrating islands. Then, we begin cross-subsystem migration. Each SIV in an immigrating island will have a chance to be replaced by a SIV from an emigrating island, and this probability is $P_{\text {SIVmigration }}$ which can be predefined by users.
(7) Probabilistically perform mutation on each island based on the mutation probability.
(8) Save the islands in each subsystem with best performances as elite islands. Replace the worst islands in the population with the previous generation's elite islands.
(9) If the termination criterion is not met, go to step 4; otherwise, terminate.

The structure of BBO/Complex is conceptually different than MDF, IDF, and CO. As we see from Figures 1, 2, and 3 , that of MDF, IDF, and CO provide different strategies to optimize systems. But they are just frameworks, and we can choose any optimization method, like gradient descent or a genetic algorithm (GA), as the optimizer within the framework. But BBO/Complex is in a different category, because it includes both the framework and the optimization algorithm, as shown in Figure 5. It provides an efficient way to communicate between subsystems and provides a


Figure 4: An example of emigrating island selection for immigration to island 1 in subsystem 1. First, calculate the partial distances between island 1 in subsystem 1 and each island in subsystem 2. Then create a roulette wheel based on the partial distances. Finally, probabilistically select the emigrating island based on the roulette wheel.
unique migration strategy to share information both within and across subsystems. Comparing Figures 1, 2, 3, and 5, we see that cross-subsystem migration in $\mathrm{BBO} / C o m p l e x$ is an innovation that can significantly enrich communication among subsystems compared to more traditional MDO methods.

## 3. Simulation Results

In this section, we compare the performance of BBO/Complex in real-world benchmark problems with other well-known MDO algorithms: MDF, IDF, and CO. As we mentioned before, these three MDO algorithms are frameworks which require an additional optimization method as a complementary but essential component. The optimization algorithm we use in all three of these MDO algorithms is BBO without cross-subsystem migration. The benchmark problems are obtained from [44] and include the speed reducer problem, the propane combustion problem, the heart dipole problem, and the power converter problem. Each benchmark contains several subsystems, and each subsystem contains multiobjectives and multiconstraints. Detailed information about each benchmark can be found in the Appendix.

The reason we choose these benchmarks is that they can be formulated as a complex system with interconnected subsystems. There are two decomposition strategies: one is based on the physical system and one is based on the system requirements. In this paper we decompose the systems based on system requirements. Based on [45, 46], traditional MDO algorithms usually lack the capability of dealing with multiobjectives, so their decomposition is based on the principle that each subsystem has one objective and multiconstraints. This type of decomposition is suitable for traditional optimization methods because it avoids the
need to consider all objectives at once. Due to the fact that BBO belongs to the heuristic algorithm category and with supporting results from [34, 47, 48], BBO/Complex is expected to perform well on multiobjective problems. It has more flexible decomposition options compared to traditional MDO algorithms.

Our decomposition option for BBO/Complex is that each subsystem has multiobjectives and multiconstraints. But in order to provide a fair comparison between other MDO algorithms and BBO/Complex, we also introduce a BBO/Complex version that uses the same decomposition strategy as the other MDO algorithms. So we have two versions of BBO/Complex in this section: the first one uses the same decomposition method as CO, MDF, and IDF and is called BBO/Complex/Single; the other one uses multiobjectives in each subsystem and is called BBO/Complex/Multi.

For each benchmark test, we compare the performance of each algorithm using both feasibility and cost. We perform 100 Monte Carlo simulations for each algorithm and each benchmark problem to accurately measure performance. The termination criterion is 100,000 cost function evaluations. The feasibility index is calculated for each generation as the average number of constraint violations among all Monte Carlo simulations. The feasibility index is 0 if there are no violations. The second performance metric is based on the cost function values. We calculate the average cost values among all Monte Carlo simulations and then use the modified NDRS to obtain cost rank values. The optimization goal for each benchmark is to find the minimum value of the cost without violating any constraints. Since each benchmark contains multiobjectives, we use NDRS to calculate the rank for each algorithm based on its cost. But we have two priority levels: the first goal is to find feasible solutions; the second goal is to reduce cost. Priority level one overrides priority level two.


Figure 5: BBO/Complex formulation.

Table 2: NDRS cost rank and feasibility for the speed reducer problem after 100,000 function calls. For each metric, a smaller number means better performance.

| Algorithm | NDRS cost rank | Feasibility |
| :--- | :---: | :---: |
| BBO/Complex/Single | 4 | 0.27 |
| MDF | 5 | 0.60 |
| CO | 6 | 0.86 |
| BBO/Complex/Multi | 7 | 1.57 |
| IDF | 8 | 3.00 |

3.1. The Speed Reducer Problem. The first benchmark we test is the speed reducer problem. It contains 3 objectives, 11 constraints, and 7 design variables, as detailed in the Appendix. The performance of all algorithms in the first benchmark is shown in Table 2 and Figure 6, which show that BBO/Complex/Single has the best performance in the speed reducer benchmark, including the best cost rank and the best feasibility level. MDF, CO, and BBO/Complex/Multi are slightly worse than BBO/Complex/Single. IDF has the worst performance in terms of both cost rank and feasibility level. Note that both feasibility and cost at the beginning of the simulation start at different values for different algorithms. This is because when we initially evaluate the performance of algorithms, they have already been optimized at the subsystem level.
3.2. The Power Converter Problem. The second benchmark is the power converter problem. It has 6 design variables, 8 state variables, 2 objectives, and 4 constraints, as detailed in the Appendix. Table 3 and Figure 7 show the performance of the algorithms in the power converter problem. The performances of all algorithms are fairly close to each other. We have good results in this problem because all algorithms achieve a 0 feasibility level. MDF is the best algorithm in terms of cost, and BBO/Complex/Multi has the second best performance.
3.3. The Heart Dipole Problem. The third benchmark is the heart dipole problem. It has 6 design variables, 2 objectives, and 5 constraints, as detailed in the Appendix. Table 4 and Figure 8 show that BBO/Complex/Single and $\mathrm{BBO} /$ Complex/Multi are the only algorithms which achieve a 0 feasibility level, which means that the best individuals for each Monte Carlo run are feasible. When we combine cost rank and feasibility, BBO/Complex/Multi has the best performance in this benchmark, and BBO/Complex/Single is the second best.
3.4. The Propane Combustion Problem. The fourth benchmark is the propane combustion problem. It has 1 design variable, 3 objectives, and 4 constraints, as detailed in the Appendix. According to Table 5 and Figure 9, $\mathrm{BBO} / \mathrm{Complex} / \mathrm{Multi}$ is the best algorithm for this benchmark because it is the only algorithm that achieves a 0 feasibility level. BBO/Complex/Single achieves the second best performance with a feasibility level slightly greater than 0 .
3.5. Summary of Benchmark Tests. The benchmark results show that $\mathrm{BBO} / \mathrm{Complex} / \mathrm{Multi}$ is the only algorithm that obtains feasible solutions in three of the benchmarks. For the speed reducer benchmark, none of the algorithms finds a feasible solution, but $\mathrm{BBO} / C o m p l e x /$ Single comes the closest. Among all four benchmarks, BBO/Complex/Multi achieves the best performance twice and the second best performance once, and BBO/Complex/Single achieves the best performance once and the second best performance twice. Among the non- $\mathrm{BBO} /$ Complex algorithms, MDF is the best, achieving the best performance once and the second best performance once.

## 4. Conclusion

Heuristic algorithms are powerful and proven optimization techniques whose structures are motivated by nature. In contrast with more traditional optimization methods, heuristic


Figure 6: The feasibility and cost of each objective for the speed reducer problem.
algorithms are intuitive and easy to apply, even to systems with complex structures.

Complex systems include multisubsystems, multiobjectives, and multiconstraints and have been deployed in every type of modern industry. But optimization methods for complex systems are lagging behind the implementation of complex systems in industry. CO, MDF, and IDF are often applied to the optimization of complex systems. Those methods have made many contributions to modern industry, but this paper has aimed to take complex systems optimization to the next level.

In this paper, BBO, a newly developed heuristic algorithm, has been extended and applied to complex system optimization. Our new algorithm is called BBO/Complex. BBO/Complex uses the original framework of standard BBO but extends it to a multiarchipelago environment to suit the structure of complex systems. BBO/Complex has one significant difference from its predecessors-it combines the optimization framework and the low-level optimization

Table 3: NDRS cost rank and feasibility for the power converter problem after 100,000 function calls. For each metric, a smaller number means better performance.

| Algorithm | NDRS cost rank | Feasibility |
| :--- | :---: | :---: |
| MDF | 1 | 0 |
| BBO/Complex/Multi | 3 | 0 |
| IDF | 4 | 0 |
| BBO/Complex/Single | 6 | 0 |
| CO | 6 | 0 |

approach into a single algorithm. This is quite different from MDF, IDF, and CO, all of which are only frameworks for complex systems and need a low-level optimization method as an additional tuning parameter. The low-level optimization approaches incorporated in MDF, IDF, and CO are typically traditional algorithms like gradient descent and Newton's method. But those algorithms can easily get stuck


Figure 7: The feasibility and cost of each objective for the power converter problem.
in a local optimum. Based on [49, 50], standard BBO can guarantee convergence to the optimal solution given enough generations. Besides the traditional advantages of BBO , the BBO/Complex algorithm also introduces new features, like a ranking system that evaluates candidate solutions based on both performance and constraints, the use of a partial distance strategy to maintain the diversity of the population, within-subsystem migration for information sharing within subpopulations, and cross-subsystem migration for information sharing between subpopulations. The simulation results indicate that $\mathrm{BBO} /$ Complex is a competitive multidisciplinary optimization algorithm.

Future work for BBO/Complex can be extended in two directions: speed and adaptation. Convergence speed is one of the primary concerns for heuristic algorithms. Parallel computation can be used to decrease convergence time by dividing a task into multiple subtasks and solving them in parallel. One of the classic parallel computation models is the master-slave model. The master is in charge of job assignment

Table 4: NDRS cost rank and feasibility for the heart dipole problem after 100,000 function calls. For each metric, a smaller number means better performance.

| Algorithm | NDRS cost rank | Feasibility |
| :--- | :---: | :---: |
| BBO/Complex/Multi | 2 | 0 |
| BBO/Complex/Single | 6 | 0 |
| MDF | 6 | 0.03 |
| IDF | 4 | 1.00 |
| CO | 2 | 2.00 |

and global calculations. The slaves perform subtasks that are assigned by the master and return the results to the master. This structure can be adapted to BBO/Complex by viewing the master as the system optimizer and each slave as a subsystem optimizer. Computation time can be decreased


Figure 8: The feasibility and cost of each objective for the heart dipole problem.
dramatically with this structure, especially for problems with a large number of subsystems.

The second direction for future research in $\mathrm{BBO} /$ Complex is adaptation. In $\mathrm{BBO} /$ Complex, we find a solution to a complex system with a combination of withinsubsystem migration and cross-subsystem migration. But other types of migration could be implemented. A proper migration method can significantly increase performance for different types of problems. So we can design a series of migration methods, like migration for complex systems with tight subsystem coupling, migration for complex systems with loose subsystem coupling, and migration for complex systems with many design variables. Then we can classify the migration methods according to their performances in various types of problems and create a $\mathrm{BBO} /$ Complex algorithm that adaptively chooses the most efficient migration methods according to the selected problem.

Table 5: NDRS cost rank and feasibility for the propane combustion problem after 100,000 function calls. For each metric, a smaller number means better performance.

| Algorithm | NDRS cost rank | Feasibility |
| :--- | :---: | :---: |
| BBO/Complex/Multi | 7 | 0 |
| BBO/Complex/Single | 5 | 0.08 |
| CO | 7 | 0.16 |
| MDF | 3 | 1.00 |
| IDF | 5 | 1.00 |

## Appendix

This appendix gives details about the benchmark problems used in this paper.

Speed Reducer (see [44, 45, 51]). The speed reducer problem is a gear box design problem. The objective is to minimize


Figure 9: The feasibility and cost of each objective for the propane combustion problem.
the gear box weight and the von Mises stresses for shafts 1 and 2. This problem contains 3 objectives, 11 constraints, and 7 design variables. This problem is defined as follows:

$$
\begin{align*}
\min F_{1}= & 0.7854 x_{1} x_{2}^{2}\left(3.3333 x_{3}^{2}+14.9334 x_{3}-43.0934\right) \\
& -1.5079 x_{1}\left(x_{6}^{2}+x_{7}^{2}\right)+7.477\left(x_{6}^{3}+x_{7}^{3}\right) \\
& +0.7854\left(x_{4} x_{6}^{2}+x_{5} x_{7}^{2}\right) \\
& \min F_{2}=\sqrt{\left(\frac{745 x_{4}}{x_{2} x_{3}}\right)^{2}+1.69 \times 10^{7}} \\
& \min F_{3}=\sqrt{\left(\frac{745 x_{5}}{x_{2} x_{3}}\right)^{2}+1.575 \times 10^{8}} \tag{A.1}
\end{align*}
$$

such that the following constraints hold:

$$
\begin{gathered}
g_{1}=\frac{27}{x_{1} x_{2}^{2} x_{3}}-1 \leq 0, \\
g_{2}=\frac{397.5}{x_{1} x_{2}^{2} x_{3}^{2}}-1 \leq 0, \\
g_{3}=\frac{1.93 x_{4}^{3}}{x_{2} x_{3} x_{6}{ }^{4}}-1 \leq 0, \\
g_{4}=\frac{1.93 x_{5}^{3}}{x_{2} x_{3} x_{7}^{4}}-1 \leq 0 \\
g_{5}=\frac{\sqrt{\left(745 x_{4} / x_{2} x_{3}\right)+1.69 \times 10^{7}}}{0.1 x_{6}{ }^{3}}-1100 \leq 0, \\
g_{6}=\frac{\sqrt{\left(745 x_{5} / x_{2} x_{3}\right)+1.575 \times 10^{8}}}{0.1 x_{6}^{3}}-850 \leq 0,
\end{gathered}
$$

$$
\begin{gather*}
g_{7}=x_{2} x_{3}-40 \leq 0, \\
g_{8}=\frac{x_{1}}{x_{2}}-12 \leq 0, \\
g_{9}=\frac{-x_{1}}{x_{2}}+4 \leq 0, \\
g_{10}=\frac{1.5 x_{6}+1.9}{x_{4}}-1 \leq 0, \\
g_{11}=\frac{1.1 x_{7}+1.9}{x_{5}}-1 \leq 0 . \tag{A.2}
\end{gather*}
$$

The objectives, decision variables, and constraints are defined as follows:
$F_{1}$ : overall weight of gear box,
$F_{2}$ : von Mises stress for shaft 1,
$F_{3}$ : von Mises stress for shaft 2,
$x_{1}$ : gear face width,
$x_{2}$ : tooth module,
$x_{3}$ : number of teeth of pinion,
$x_{4}$ : distance between bearing 1 ,
$x_{5}$ : distance between bearing 2,
$x_{6}$ : diameter of shaft 1 ,
$x_{7}$ : diameter of shaft 2 ,
$g_{1}$ : bending stress of gear tooth,
$g_{2}$ : contact stress of gear tooth,
$g_{3}$ : transverse deflection of shaft 1 ,
$g_{4}$ : transverse deflection of shaft 2,
$g_{5}$ : stress in shaft 1,
$g_{6}$ : stress in shaft 2,
$g_{7}-g_{11}:$ dimension requirement for shafts.

Power Converter (see [44, 51]). The power converter problem consists of two subsystems-the electrical subsystem and the loss subsystem. It has 6 design variables, 8 state variables, 2 objectives, and 4 constraints. The system is described as follows:

$$
\begin{align*}
\min F_{1}= & \left|0.78 \times 10^{4} x_{1}^{2}\left(6 x_{6}+\frac{\pi x_{1}}{2}\right)\right| \\
& +\left|6.747 \times 10^{4} x_{1} x_{2} x_{3}\right|  \tag{A.3}\\
\min F_{2}= & \left|25 x_{5}\right|+\left|\frac{5 \times 10^{2}\left(1-y_{2}\right)}{88 y_{2}}\right|
\end{align*}
$$

such that the following constraints hold:

$$
g_{1}=\frac{2 x_{2}\left(x_{2}-2 \times 10^{-3}-x_{2} x_{3}\right)}{0.4} \geq 0
$$

$$
\begin{align*}
& g_{2}=\frac{5 \times 10^{2}-\left(5.65\left(1-y_{3}\right) / 10^{5} x_{4}\right)\left(0.3 \times 10^{-4} / x_{5}\right)}{5} \\
& \geq 0, \\
& g_{3}=0.3-\frac{x_{4}\left(100+\left(5.65\left(1-y_{4}\right) 0.5 / 10^{5} x_{4}\right)\right)}{x_{2} y_{6}} \geq 0 \\
& g_{4}=x_{4}-\frac{28.25\left(1-y_{4}\right)}{10^{7}} \geq 0 . \tag{A.4}
\end{align*}
$$

The state variables are defined as follows:

$$
\begin{gather*}
y_{1}=\left|0.78 \times 10^{4} x_{1}^{2}\left(6 x_{6}+\frac{\pi x_{1}}{2}\right)\right| \\
\\
+\left|6.747 \times 10^{4} x_{1} x_{2} x_{3}\right|+\left|25 x_{5}\right| \\
\\
+\left|\frac{5 \times 10^{2}\left(1-y_{2}\right)}{88 y_{2}}\right| \\
y_{2}=\frac{500}{y_{3}\left(\left(3.25 \times 10^{2}\right) / 32\right)},  \tag{A.5}\\
y_{3}=\frac{500}{y_{2}\left(\left(3.25 \times 10^{2}\right) / 32\right)}, \\
y_{4}=\frac{500}{y_{2}\left(\left(4.25 \times 10^{2}\right) / 32\right)}, \\
y_{5}=\frac{7.6 x_{1} x_{2} 1.724 \times 10^{-8}}{x_{3}}, \\
y_{6}=x_{1}^{2}, \\
y_{7}=\frac{\pi x_{1}}{2} \\
y_{8}=\frac{5.65\left(1+y_{3}\right)}{y_{6} x_{2} 10^{5}} .
\end{gather*}
$$

The objectives, decision variables, states, and constraints are defined as follows:
$F_{1}$ : weight of primary winding,
$F_{2}$ : weight of secondary winding,
$x_{1}$ : core center leg width,
$x_{2}$ : turns,
$x_{3}$ : copper size,
$x_{4}$ : inductance,
$x_{5}$ : capacitance,
$x_{6}$ : core window width,
$y_{1}$ : component weight,
$y_{2}$ : circuit efficiency,
$y_{3}$ : duty cycle,
$y_{4}$ : minimum duty cycle,
$y_{5}$ : inductor resistance,
$y_{6}$ : core cross-sectional area,
$y_{7}$ : magnetic path length,
$y_{8}$ : inductor value,
$g_{1}$ : fill window constraint,
$g_{2}$ : ripple specification,
$g_{3}$ : core saturation,
$g_{4}$ : minimum inductor size.
Heart Dipole (see [44, 51, 52]). The heart dipole problem is based on the electrolytic determination of the dipole moment in the heart. This problem contains 2 objectives, 5 constraints, and 6 design variables. This problem was modified from its original formulation in order to be testable with MDO algorithms. Therefore, although the problem is a common MDO benchmark, the objectives do not have any physical meaning. The problem is defined as follows:

$$
\begin{align*}
\min F_{1}= & x_{1}\left(\left(1-x_{2}\right)^{2}-x_{3}^{2}\right)-2 x_{1}\left(1-x_{2}\right) x_{3} \\
& +\left(1-x_{1}\right)\left(x_{2}^{2}-x_{4}^{2}\right)-2\left(1-x_{1}\right) x_{2} x_{4}-1 \\
& +x_{1}\left(\left(1-x_{2}\right)^{2}-x_{3}^{2}\right)+2 x_{1}\left(1-x_{2}\right) x_{3} \\
& +\left(1-x_{1}\right)\left(x_{2}^{2}-x_{4}^{2}\right)+2\left(1-x_{1}\right) x_{2} x_{4}-1, \\
\min F_{2}= & x_{1}\left(1-x_{2}\right)\left(\left(1-x_{2}\right)^{2}-3 x_{3}^{2}\right) \\
& +x_{1} x_{3}\left(x_{3}^{2}-3\left(1-x_{2}^{2}\right)\right) \\
& +\left(1-x_{1}\right) x_{2}\left(x_{2}^{2}-3 x_{4}^{2}\right) \\
& +\left(1-x_{1}\right) x_{4}\left(x_{4}^{2}-3 x_{2}^{2}\right)-1 \\
& +x_{1}\left(1-x_{2}\right)\left(\left(1-x_{2}\right)^{2}-3 x_{3}^{2}\right) \\
& -x_{1} x_{3}\left(x_{3}^{2}-3\left(1-x_{2}\right)^{2}\right) \\
& +\left(1-x_{1}\right) x_{2}\left(x_{2}^{2}-3 x_{4}^{2}\right) \\
& -\left(1-x_{1}\right) x_{4}\left(x_{4}^{2}-x_{2}^{2}\right)-1, \tag{A.6}
\end{align*}
$$

such that the following constraints hold:

$$
\begin{align*}
& g_{1}=\left|x_{3} x_{1}+x_{4}\left(1-x_{1}\right)-x_{5}\left(1-x_{2}\right)-x_{6} x_{2}-1\right|<0.1, \\
& g_{2}=\left|x_{5} x_{1}+x_{6}\left(1-x_{1}\right)+x_{3}\left(1-x_{2}\right)+x_{4} x_{2}-1\right|<0.1 \text {, } \\
& g_{3}=x_{1}\left(\left(1-x_{2}\right)^{2}-x_{3}{ }^{2}\right)-2 x_{1}\left(1-x_{2}\right) x_{3} \\
& +\left(1-x_{1}\right)\left(x_{2}^{2}-x_{4}^{2}\right)-2\left(1-x_{1}\right) x_{2} x_{4}-1>0, \\
& g_{4}=x_{1}\left(\left(1-x_{2}\right)^{2}-x_{3}{ }^{2}\right)+2 x_{1}\left(1-x_{2}\right) x_{3} \\
& +\left(1-x_{1}\right)\left(x_{2}^{2}-x_{4}^{2}\right)+2\left(1-x_{1}\right) x_{2} x_{4}-1>0, \\
& g_{5}=x_{1}\left(1-x_{2}\right)\left(\left(1-x_{2}\right)^{2}-3 x_{3}^{2}\right) \\
& +x_{1} x_{3}\left(x_{3}^{2}-3\left(1-x_{2}\right)^{2}\right) \\
& +\left(1-x_{1}\right) x_{2}\left(x_{2}^{2}-3 x_{4}^{2}\right) \\
& +\left(1-x_{1}\right) x_{4}\left(x_{4}{ }^{2}-3 x_{2}^{2}\right)-1>0 \text {, } \\
& g_{6}=x_{1}\left(1-x_{2}\right)\left(\left(1-x_{2}\right)^{2}-3 x_{3}{ }^{2}\right) \\
& -x_{1} x_{3}\left(x_{3}{ }^{2}-3\left(1-x_{2}\right)^{2}\right)+\left(1-x_{1}\right) x_{2}\left(x_{2}{ }^{2}-3 x_{4}{ }^{2}\right) \\
& -\left(1-x_{1}\right) x_{4}\left(x_{4}^{2}-3 x_{2}^{2}\right)-1>0 \text {. } \tag{A.7}
\end{align*}
$$

The objectives, decision variables, and constraints are defined as follows:
$F_{1}$ : sum of $g_{3}$ and $g_{4}$,
$F_{2}$ : sum of $g_{5}$ and $g_{6}$,
$x_{1}$ : magnitude of dipole 1 on $x$-axis,
$x_{2}$ : magnitude of dipole 2 on $x$-axis,
$x_{3}$ : magnitude of dipole 1 on $y$-axis,
$x_{4}$ : magnitude of dipole 2 on $y$-axis,
$x_{5}$ : coordinate of dipole 1 on $x$-axis,
$x_{6}$ : coordinate of dipole 2 on $x$-axis,
$x_{7}$ : coordinate of dipole 1 on $y$-axis,
$x_{8}$ : coordinate of dipole 2 on $y$-axis,
$g_{1}-g_{6}$ : predefined constraints to determine the magnitude, directions, and locations of two dipoles.

Propane Combustion (see [44, 51, 53]). The propane combustion problem is a chemical equilibrium problem. This
problem contains 3 objectives, 4 constraints, and 11 design variables. This problem is described as follows:

$$
\begin{gather*}
\min F_{1}=2 x_{1}+x_{2}+x_{4}+x_{7}+x_{8}+x_{9}+2 x_{10}-10, \\
\min F_{2}=\sqrt{x_{2} x_{4}}-x_{6} \sqrt{\frac{40 x_{1}}{x_{11}}}, \quad x_{11}=\sum_{i=1}^{i=10} x_{i}, \\
\min F_{3}=\sqrt{x_{1} x_{2}}-x_{7} \sqrt{\frac{40 x_{4}}{x_{11}}}+x_{1} \sqrt{x_{3}}-x_{4} x_{9} \sqrt{\frac{40}{x_{11}}}, \tag{A.8}
\end{gather*}
$$

such that the following constraints hold:

$$
\begin{gather*}
g_{1}=2 x_{1}+x_{2}+x_{4}+x_{7}+x_{8}+x_{9}+2 x_{10}-10>0, \\
g_{2}=\sqrt{x_{2} x_{4}}-x_{6} \sqrt{\frac{40 x_{1}}{x_{11}}}>0, \\
g_{3}=\sqrt{x_{1} x_{2}}-x_{7} \sqrt{\frac{40 x_{4}}{x_{11}}}>0,  \tag{A.9}\\
g_{4}=x_{1} \sqrt{x_{3}}-x_{4} x_{9} \sqrt{\frac{40}{x_{11}}}>0 .
\end{gather*}
$$

The objectives, decision variables, and constraints are defined as follows:
$F_{1}$ : first product of combustion,
$F_{2}$ : second product of combustion,
$F_{3}$ : sum of third and fourth product of combustion,
$x_{1}-x_{10}$ : number of moles of each product formed for each mole of propane burned,
$x_{11}$ : sum of $x_{1}$ to $x_{10}$,
$g_{1}$ : first product of combustion,
$g_{2}$ : second product of combustion,
$g_{3}$ : third product of combustion,
$g_{4}$ : fourth product of combustion.
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