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#### Abstract

The quadratic shortest path (QSP) problem is to find a path from a node to another node in a given network such that the total cost includes two kinds of costs, say direct cost and interactive cost, is minimum. The direct cost is the cost associated with each arc and the interactive cost occurs when two arcs appear simultaneously in the shortest path. In this paper, the concept of the quadratic shortest path is initialized firstly. Then a spanning tree-based genetic algorithm is designed for solving the quadratic shortest path problem. Finally, a numerical example is given.
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## I. Introduction

The shortest path (SP) problem has a long history in the combinatorial optimization. Since the SP problem was initialized, it was studied by many researchers and has been applied in wide varieties. The classical SP is to find the shortest, namely the least cost, path from the origin node to the destination node in a given network, where the cost of the path is defined as the sum of the costs of the arcs in the path and the costs are assumed to be non-negative.

There are varieties of extensions both in models and algorithms of SP after is was initialized and thousands papers with respect to various SPs and algorithms in recent years can be retrieved by a quickly searching in the web. For example, Balachandhrm and Randan [2], Pettie [20] studied the all pairs SP; Pattanamekar and Park etc.[3], Frigioni and Marchetti-Spaccamela [5] investigated the dynamic and stochastic SP; Davies and Lingrascite [6] designed a genetic algorithms for the dynamic and stochastic SP; Bousono-Calzon and Figuiras-Vidal [7] explored an algorithm by using the Hopfield neural networks; Miller-Hooks and Mahmassanicite[8] studied SP in stochastic time-varying networks; Chen and Tang [9] introduced minimum time paths in a networks

[^0]with mixed time constraints; Granat and Guerriero [10], Modesti and Sciomachen [11] gave the algorithms of the multi-criteria shortest path, respectively; Chen and Yang [19] introduce the algorithm for finding the first $k$ shortest paths in a time-window network; Bose, Maheshwari and Narasimhan [21] initialized the bottleneck shortest paths; Okada [22] studied the SP with fuzzy arc lengths; Godor, Harmatos and Juttner [24] initialized the inverse SP and Daganzo [25] the time-dependent SP. Some of them are listed in the references [2]-[26]. Some of the extensions are NP-hard. As another extension of the SP, we initialize the quadratic shortest path (QSP) problem and formulate the QSP as a quadratic $0-1$ programming in this paper.

This paper is organized as follows. Firstly, we initialize the concept of quadratic shortest path (QSP) problem in the Section. Then a spanning tree-based heuristic genetic algorithm is given in Section by using heuristic approach and a numerical example is given in Section ??.

## II. The Preliminaries and the Mathematical Model of QSP

Firstly, let us recall some preliminaries and define some notations. Throughout this paper, all the graphs are simple direct graph. Let $G$ be a graph with $E(G)$ and $V(G)$ as its arcs set and nodes set, respectively. Assume that $E=E(G)=\left\{e_{1}, e_{2}, \cdots, e_{|E|}\right\}, V=$ $V(G)=\left\{v_{1}, v_{2}, \cdots, v_{|V|}\right\}, m=|E|, n=|V|$ and the ordering pair $(u, v), u, v \in V(G)$ denote the arc from node $u$ to node $v$. For a node $v \in V(G), d_{G}(v)$ denotes its degree and $N^{+}[v], N^{-}[v], N_{e}^{+}[v]$ and $N_{e}^{-}[v]$ denote the sets $\{u \mid(u, v) \in E(G)\}, \quad\{u \mid(v, u) \in E(G)\}$, $\{(u, v) \mid(u, v) \in E(G)\}$ and $\{(v, u) \mid(v, u) \in E(G)\}$, respectively. For a subset $S$ of $E$ or $V, G[S]$ and $|S|$ denote the subgraph induced by the subset $S$ and the cardinality of the set $S$, respectively. Additionally, for a subgraph $T$ of $G$ and an $\operatorname{arc} e=(u, v) \in E(G), T+e$ or $T+(u, v)$ denotes the graph obtained by adding $\operatorname{arc} e=(u, v)$ to $T$ and $T-e$ or $T-(u, v)$ denotes the graph obtained by removing arc $e=(u, v)$ from $T$.

The QSP is to find a path from a node to another
node in a given network such that the total cost includes two kinds of costs, say direct cost and interactive cost, is minimum. The direct cost is the cost associated with each arc and the interactive cost occurs when two arcs appear simultaneously in the shortest path. Let $d_{i}$ and $w_{i j}$ be the direct cost of the arc $e_{i} \in E$ and the interactive cost of arcs $e_{i}, e_{j} \in E(G)$, respectively, $i, j=1,2, \cdots$, $|E(G)|$. Assume that the required path $P$ is the path from the node 1 to the node $|V|$ in this paper. The decision variables $x_{i}=0$ or $1, i=1,2, \cdots,|E|$, indicate that each arc $i$ is either in the path or not and $\boldsymbol{x}$ is the vector consists of $x_{i}, i=1,2, \cdots,|E|$. Then the path $P$ can also be denoted by such a vector $\boldsymbol{x}$ and the cost function of the path $\boldsymbol{x}$ can be defined as

$$
\begin{equation*}
f(\boldsymbol{x})=\sum_{i=1}^{|E|} d_{i} x_{i}+\sum_{i=1}^{|E|} \sum_{j=i+1}^{|E|} w_{i j} x_{i} x_{j} \tag{1}
\end{equation*}
$$

For convenience, we briefly take the index $k$ of $\operatorname{arc} e_{k}$ or node $v_{k}$ to denote the $k$ th arc $e_{k}$ in arcs set $E$ or the $k$ th node $v_{k}$ in the nodes set $V$ in the following process. Then the mathematical model of QSP can be formulated as follows:

$$
\begin{array}{ll}
\max & f(\boldsymbol{x})=\sum_{i=1}^{|E|} d_{i} x_{i}+\sum_{i=1}^{|E|} \sum_{j=i+1}^{|E|} w_{i j} x_{i} x_{j} \\
\text { s.t. } \quad \sum_{i \in N_{e}^{+}[v]} x_{i}-\sum_{j \in N_{e}^{-}[v]} x_{j}=d, \quad v \in V(G),  \tag{2}\\
& x_{i}=0 \text { or } 1, \quad i=1,2, \cdots,|E|
\end{array}
$$

where

$$
d= \begin{cases}1, & \text { if } v=1 \\ 0, & \text { if } v \neq 1 \text { or }|V| \\ -1, & \text { if } v=|V|\end{cases}
$$

It is clear that the model (2) of QSP is quadratic $0-1$ programming. It is well-known that the quadratic programming is NP-hard, especially the quadratic $0-1$ programming. So we will focus on the algorithm designing of QSP in the remain parts of this paper. It is also generally accepted that the genetic algorithm is an efficient ways to solve the NP-hard problems. For the SP , the related exposition related to SP is initialized by Cheng and Gen [23]. To design the genetic algorithm of QSP, we introduce a Lemma as follows.

Lemma 0.1 [27] Let $G$ be a connected simple graph and $T$ be a spanning tree of the graph $G$. If $(u, v) \in E(G)$ satisfies $(u, v) \notin E(T)$, then there is a unique cycle in $T+(u, v)$.

On the basis of Lemma 0.1, we design a spanning tree-based genetic algorithm for solving the model (2) in the next Section.

The encode method and evolution operation are the universal problems in the current genetic algorithms for
the SP and its extensions. Firstly, different paths from the origin node to the destination node include a variable number of the nodes and a random arcs series usually does not correspond to a path. Furthermore, the evolution operation such as the crossover and mutation operations can't be performed efficiently because two paths usually haven't had any common nodes or arcs except the end node 1 and $n$ of the paths. For example, Cheng and Gen [23] have designed a comprise approach-based genetic algorithm of the multi-criteria SP. In Cheng and Gen's algorithm, the chromosome is encoded as the path from the origin node to the destination node. In next Section, we explore a completely new encode method and evolution operators.

## III. Genetic Algorithm

In the following process, we shall design the representation, crossover, mutation and selection operation of the spanning tree-based genetic algorithm for solving the QSP. As stated in the Section, the encode method and evolution operation are the universal problems in the current genetic algorithm for the SP. Aim at the purpose to solve these problems, we shall design the oriented treebased crossover, mutation and evaluation operation by encoding the chromosome as a spanning tree. By such an encode method, there is a unique path from the origin node to the destination node and by using some spanning tree-based heuristic evolution operations, the algorithm completely overcome the defects of the current genetic algorithm with respect to SP. Additionally, the merits of such an encode method are that the chromosomes produced by the crossover and mutation are also feasible.

## III. 1 Representation

Assume that $m=|E|$ and $n=|V|$. There are many ways to represent a solution of the optimization problem in genetic algorithm. In this paper, we employ a spanning tree-based encoding method to define the chromosomes of the QSP. We employ a spanning tree $X$ which is denoted by an arcs set with fixed set cardinality $n-1$ to encode a chromosome of the QSP, where $X=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ and each $x_{i}$ represents an arc in the spanning tree and its value is equal to the index of the corresponding arc. It is clear that such a chromosome includes a unique path from the node 1 to the node $n$.

In the evolution process, we must perform some network search operation such as finding the cycle in the graph $T+e$ or the unique path in $T$ from the node 1 to the node $n$, where $T$ is a chromosome (tree) and $e \in E(G) \backslash E(T)$. So the chromosome is converted to an oriented tree when perform the crossover and mutation operations. Clearly, It is very convenient to find such a
cycle or path by using the oriented tree.
Definition 0.1 The weight of the chromosome $X$, denoted by $W(X)$, is defined as

$$
\sum_{i \in P} d_{i} x_{i}+\sum_{i=1}^{|E|} \sum_{j=i+1}^{|E|} w_{i j} x_{i} x_{j}
$$

where $P$ is the unique path from the node 1 to the node $n$ in $X$. The optimal chromosome is such a chromosome $X$ that the weight of $W(X)$ is optimal.

By such an encoding method, the crossover and mutation operations are really a set-based genetic operations and the decoding process are also convenient to be realized by finding the path from the node 1 to the node $n$ in the chromosome $X$.

## III. 2 Initialization Process

The initialization is an important process in genetic algorithm serving as the role of initializing the chromosomes. We take pop_size to denote the number of chromosomes. We initialize chromosomes $X_{1}, X_{2}, \cdots, X_{p o p \_s i z e}$ by repeating the following algorithm pop_size times, where $T$ denotes a spanning tree of the graph $G(V, E)$.

## The initialization algorithm:

Step 1. Set $T=\emptyset$. Randomly select nodes $u_{0} \in V(G), v_{0} \in N\left(u_{0}\right)$. Set $T \leftarrow T+$ $\left(u_{0}, v_{0}\right)$.
Step 2. Randomly select a node $u \in V(T)$ with $N(u) \backslash V(T) \neq \emptyset$. Randomly select a node $v \in N(u) \backslash V(T)$. Set $T \leftarrow T+(u, v)$.
Step 3. Repeat Step 2 until $|E(T)|=|V(G)|-$ 1.

Step 4. Set $X_{i} \leftarrow T$ and stop.
Theorem 0.1 The obtained tree in the initialization algorithm is a spanning tree.

Proof: Because the $\operatorname{arc}(u, v)$ in the Step 2 has a common node $u$ with $V(T)$, the obtained graph $T$ is obviously a connected graph. Additionally, the node $v$ in the Step 2 is selected from $N(u) \backslash V(T)$, this implies that $T$ is cycle free. Therefore, a spanning tree is obtained when $|E(T)|=|V(G)|-1$.

## III. 3 Crossover Operation

Let $P_{c} \in(0,1)$ be the crossover probability. In order to determine the parents for the crossover operation, we repeat the following process pop_size times: randomly generating a real number $r$ from interval $(0,1]$, the chromosome $X_{i}$ is selected to crossover if $r<P_{c}$. We denote
the selected parents by $X_{1}^{\prime}, X_{2}^{\prime}, \cdots$ and divide them into the following pairs:

$$
\left(X_{1}^{\prime}, X_{2}^{\prime}\right), \quad\left(X_{3}^{\prime}, X_{4}^{\prime}\right), \quad\left(X_{5}^{\prime}, X_{6}^{\prime}\right), \cdots
$$

Based on Lemma 0.1, we take the chromosomes pair $\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ as the example to illustrate the crossover process. The Figure 1 is a numerical example. Randomly generate an integer $k$ from interval $[1, t]$, where

$$
\begin{aligned}
t= & \left|E\left(X_{1}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)\right|= \\
& \left|E\left(X_{2}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)\right|
\end{aligned}
$$

After that, randomly select two sets $S_{1} \subset E\left(X_{1}^{\prime}\right) \backslash$ $\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)$ and $S_{2} \subset E\left(X_{2}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)$ with cardinality $k$. Follows from Lemma 0.1, for each arc $e \in S_{1}$ (or $e \in S_{2}$ ), there is a unique cycle, says $C_{e}$, in $X_{2}^{\prime}+\{e\}$ (or $X_{1}^{\prime}+\{e\}$ ) with the arc $e$ on it. Then we can perform crossover operation as follows: randomly select an arc $e^{\prime} \in E\left(C_{e}\right)$ and set $X_{2}^{\prime} \leftarrow X_{2}^{\prime}-\left\{e^{\prime}\right\}+\{e\}$ (or $X_{1}^{\prime} \leftarrow X_{1}^{\prime}-\left\{e^{\prime}\right\}+\{e\}$ )(Figure 2, where (a) and (b) are $X_{1}^{\prime}$ and $X_{2}^{\prime}$ before crossover, (c) and (d) are these after crossover).


Figure 1: A numerical example with 14 nodes and 35 arcs

## Crossover algorithm:

Step 1. Convert the chromosome $X_{1}^{\prime}$ and $X_{2}^{\prime}$ to the oriented trees $T_{1}$ and $T_{2}$.
Step 2. Set $t=\left|E\left(X_{1}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)\right|=$ $\left|E\left(X_{1}^{\prime}\right) \backslash\left(E\left(X_{2}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right)\right|$.
Step 3. Randomly generate an integer $k$ from interval $[1, t]$.
Step 4. Randomly select two sets $S_{1}$ and $S_{2}$ :

$$
\begin{gathered}
S_{1} \subset E\left(X_{1}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right) \\
S_{2} \subset E\left(X_{2}^{\prime}\right) \backslash\left(E\left(X_{1}^{\prime}\right) \bigcap E\left(X_{2}^{\prime}\right)\right), \\
\left|S_{1}\right|=\left|S_{2}\right|=k
\end{gathered}
$$

Step 5. For every arc $e \in S_{1}$, Find the unique cycle $C_{e}$ in $T_{2}+\{e\}$. Randomly select an $\operatorname{arc} e^{\prime} \in E\left(C_{e}\right), e^{\prime} \neq e$. Set $X_{2}^{\prime} \leftarrow X_{2}^{\prime}-$ $\left\{e^{\prime}\right\}+\{e\}$.

Step 6. Perform the same operations as Step 5 between $T_{1}$ and $S_{2}$.

For a spanning tree $T$, if we indicate a node as the root of $T$, then the spanning tree can be converted to an oriented spanning tree by using the following method. Let $P$ be a path from the root to a node $v$. The direction of the path $P$ is defined as the direction go away from the root to the node $v$ in the path $P$ and the direction of an arc in $E(P)$ is defined as the same direction of the path $P$. By such a way, an oriented spanning tree is defined. Based on such an oriented tree $T$, we design an algorithm to find the cycle $C_{e}$ in the Step 5 of the crossover algorithm. For arc $e=(u, v), P_{[s, t]}$ denotes the segment in the path $P$ between the vertices $s$ and $t$.

The algorithm to find the cycle $C_{e}$ :
Step 1. Start from the node $u$, along the predecessor node of $u$, find the path $P^{u}$ from the root to the node $u$. If $v \in V\left(P^{u}\right)$, the cycle $C_{e}$ is found and set $C_{e}=P_{[u, v]}^{u}+\{e\}$, stop. Otherwise, go to next step.
Step 2. Start from the node $v$, along the predecessor node of $v$, find the path $P^{v}$ from the root to the node $v$. If $u \in V\left(P^{v}\right)$, the cycle $C_{e}$ is found and set $C_{e}=P_{[u, v]}^{v}+\{e\}$, stop. Otherwise, go to next step.
Step 3. Start from the root node, along the path $P^{v}$ or $P^{u}$ to find the the last common node $s$ of the path $P^{v}$ and $P^{u}$, set $C_{e}=P_{[u, s]}^{u}+P_{[s, v]}^{v}+\{e\}$.
It is clear that the new chromosome obtained by such crossover operation is also a feasible.

## III. 4 Mutation Process

In this section, we will design an oriented tree and knowledge-based heuristic mutation operator. Let $P_{m} \in$ $(0,1)$ be the mutation probability. We employ the following operator to select the chromosome to be mutated: for $i=1$ to pop_size, randomly generate a random number $r$ from interval $(0,1)$; if $r \leq P_{m}$, then the chromosome $X_{i}$ is selected to be mutated. The idea of the mutation operation is also originated from Lemma 0.1. Firstly, randomly select an integer $k$ from interval $\left[1,\left|E(G) \backslash E\left(X_{i}\right)\right|\right]$. Then randomly select $k$ different $\operatorname{arcs} e_{1}, e_{2}, \cdots, e_{k}$ from set $E(G) \backslash E\left(X_{i}\right)$. For each $\operatorname{arc} e_{j}, j=1,2, \cdots, k$, it follows from Lemma 0.1 that there is a unique cycle $C_{e_{j}}$ in $X_{i}+\left\{e_{j}\right\}$. The mutation is performed on $C_{e_{j}}$ as follows: randomly select an arc $e_{j}^{\prime} \in E\left(C_{e_{j}}\right)$ such that $e_{j}^{\prime} \neq e_{j}$, set $X_{i} \leftarrow X_{i}-\left\{e_{j}^{\prime}\right\}+\left\{e_{j}\right\}$. The mutation operation is summarized as follows.

## Mutation algorithm:

Step 1. For $i=1$ to pop_size, repeat Step 2 to Step 3.

Step 2. Randomly generate a random number $r$ from interval $(0,1]$. If $r \leq P_{m}$, then go to Step 3. Otherwise, go to Step 1.

Step 3. Randomly select an integer $k$ from interval $\left[1,\left|E(G) \backslash E\left(X_{i}\right)\right|\right]$ and randomly select $k$ different arcs $e_{1}, e_{2}, \cdots, e_{k}$ from set $E(G) \backslash E\left(X_{i}\right)$. For $j=1$ to $k$, repeat Step 4 .

Step 4. Find the unique cycle $C_{e_{j}}$ in $X_{i}+\left\{e_{j}\right\}$. Randomly select an arc $e_{j}^{\prime} \in E\left(C_{e_{j}}\right)$ such that $e_{j}^{\prime} \neq e_{j}$, set $X_{i} \leftarrow X_{i}-\left\{e_{j}^{\prime}\right\}+\left\{e_{j}\right\}$.

Clearly, such a mutation can also ensure that the new chromosome is also a spanning trees.

In order to accelerate the convergence speed of the designed genetic algorithm, some heuristic methods can be used in the mutation operator. The base idea is to give each arc in the set $S=E(G) \backslash E\left(X_{i}\right)$ a selecting probability according to the weight of the arcs when we perform mutation operation on $X_{i}$. Assume that $S=E(G) \backslash E\left(X_{i}\right)=\left\{e_{i}^{\prime}|i=1,2, \cdots,|S|\}\right.$. The selecting probability of the arc $e_{i}^{\prime} \in S$ is defined as $f\left(e_{i}^{\prime}\right)=$ $\left(1 / w_{i}^{\prime}\right) / \sum_{e_{j}^{\prime} \in S}\left(1 / w_{j}^{\prime}\right)$. Let $P_{i}=\sum_{k=1}^{i} f\left(e_{i}^{\prime}\right), i=1,2, \cdots$, $|S|$, and $P_{0}=0$. Then the arcs in $S=E(G) \backslash E\left(X_{i}\right)$ is selected by spanning roulette wheel when we select the $\operatorname{arc} e_{j}$ in the above process operation. The detail operation is similar as that in the selection operation and we omitted here.

## III. 5 Evaluation

The evaluation process is to calculate the fitness of chromosomes so as to evaluate the chromosomes. In the designed algorithm, the fitness $f_{i}$ of the $i$ th chromosome $X_{i}$ is defined as the reciprocal of the weight $W\left(X_{i}\right)$ (see Definition 0.1 ), $i=1,2, \cdots$, pop_size. The evaluating function is defined as

$$
\operatorname{Eval}\left(X_{i}\right)=f_{i} / \sum_{k=1}^{\text {pop_size }} f_{k}, i=1,2, \cdots, \text { pop_size. }
$$

## III. 6 Selection Process

The selection process is to select the offsprings of the chromosomes in the genetic algorithm. Let $P_{i}=$ $\sum_{k=1}^{i} \operatorname{Eval}\left(X_{i}\right), i=1,2, \cdots$, pop_size, and $P_{0}=0$, then we employ the spanning roulette wheel to select the chromosomes: randomly generate a number $p \in(0,1]$; if $p \in\left(P_{i-1}, P_{i}\right]$, then the chromosome $X_{i}$ is selected. The following is the algorithm.

## Selection algorithm:

Step 1. Let $k=1$, repeat Step 2 until $k=$ pop_size.
Step 2. Randomly generate a number $p \in$ $(0,1)$. If $p \in\left[P_{i-1}, P_{i}\right)$, then chromosome $X_{i}$ is selected and let $k=k+1$.

## III. 7 Genetic Algorithm

Step 1. Randomly initialize pop_size chromosomes.
Step 2. Update the chromosomes by crossover process and mutation process.
Step 3. Calculate the objective values of the chromosomes.
Step 4. Calculate the fitness of each chromosome according to the objective values.
Step 5. Select the chromosomes by spanning the roulette wheel.
Step 6. Repeat Step 2 to Step 5 for a given number times.
Step 7. Report the best chromosome as the optimal solution.

## IV. Conclusions

In this paper, an oriented spanning tree-based heuristic genetic algorithm is designed for solving the quadratic shortest path problem. Finally, a numerical example is given.
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Figure 2: The crossover operation of $X_{1}$ and $X_{2}$.
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