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ABSTRACT 

An automatic multiple-document summarization system for producing frequently asked questions (FAQ) of a topical forum can 

save forum Webmasters a great deal of time in theory. This work will address summary composition issue of a previous work by 

proposing a structured presentation based on a four-part pattern of traditional Chinese articles. The result of the experiment 

shows that the enhanced system with both domain-terminology corpus methods produced a significantly better summary 

presentation than the original system. Recall rate and precision rate performance indices and user evaluations are also presented 

and discussed to show their practical implications. 

 

Keywords: Chinese composition structure, FAQ, presentation , summarization, topical forum. 

 

INTRODUCTION 

From the perspective of knowledge management, the long existing Frequently Asked Questions (FAQ) has been a common 

knowledge sharing format used in Internet newsgroups, bulletin boards, forums, and virtual communities. An FAQ is usually 

maintained by a Webmaster who manually summarizes the frequently asked topics from related articles into static 

question-and-answer format for easy access by its members. To take the advantage of the text summarization technologies for 

implementing useful application, Tao et al. [9] proposed a conceptual model for automatically transforming topical forum 

articles into FAQ summary, and empirically demonstrated the acceptability of this model via a prototype system. Their 

experiment implied the time and manpower savings in producing FAQ and illustrated the technical feasibility of such a model.  

 
Figure 1. Summary ordered by article and sentence sequences 

Unlike news or technical papers, Internet forum articles often suffer from short, unstructured, and even incomplete article 

content; incomplete format of sentences or paragraphs; and divergent concepts across multiple response articles of a specific 

original posting. Therefore, Tao et al.‟s [9] model and prototype system adopted the simple extraction approach to produce a 

generic summary. Two issues are worth of concern. The first is that the summary was not presented as a typical article structure 

familiar to its readers. Specifically, the sentences were redundant and presented based only on the posting order of their 

corresponding articles without any further treatment for better readability. Another issue is that domain terminologies were not 

extracted appropriately. This is due to the prototype system which extracted important sentences from multiple articles by 
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comparing the Chinese character combinations to the Chinese Electronic Dictionary (CED) developed by the Computational 

Linguistics Society of R.O.C. Although CED contains 80 thousand Chinese word combinations, special domain jargons or 

terminologies are not covered. This issue has been addressed in the work of Tao et al. [10] and must be integrated into the FAQ 

summarization model and prototype system. 

In order to improve the readability of FAQ summary presentation, this study intends to enhance the summary presentation 

module which currently arranges the extracted sentences in the posting order of articles and then their corresponding sentence as 

shown in Figure 1. Extracted sentences are in the first column, while the second column lists the article and the sentence numbers 

with the keywords. Notice that the sentences are grouped by article and are separated by blank spaces. Ideally speaking, the 

summary should have a fixed structure like an ordinary article in addition to the hyperlinks of keywords and their source articles 

as seen in commercial software [2]. As shown in Figure 2, the summary would be more readable with a conventional article 

structure, which will in turn efficiently save the reader‟s time in understanding the summary and linking it to the original article 

if needed. Although the article will not be like a human written article, in particular, the sentences look more like phrases which 

according to Ueda et al. [11] were effective, Figure 2 did reduce the redundant sentences by clustering sentences and mimicking 

a human writing as much as possible. As compared to Figure 1, Figure 2 does have a potential to achieve what this study is 

aiming for. 

 
Figure 2. Summary ordered by intended article structure 

To address the problem described above, this research aims to enhance Tao et al.‟s [9] FAQ presentation model together with the 

domain terminology extraction module addressed in the work of Tao et al. [10]. With the domain terminology extraction module, 

those keywords not covered by the CED will be retained. Most importantly, the final FAQ summary generation will be structured 

more toward human-writing logic. Ideally, the informative level and readability of the FAQ summary will be significantly 

improved, which can be judged by subjective and objective indices in a comparative experiment. Due to limitation in page length, 

the background information is not included, and the suggested FAQ presentation module is instead presented next. 

 
FAQ PRESENTATION MODULE 

Basic Principle  

News and academic papers have specific structures. For instance, the typical academic paper has an introduction, literature 

review, research methods, data analysis, and conclusions [5]. When generating the summary, the heading can be used to 

differentiate the segment to which a sentence belongs, which makes the summary presentation apt with the format of the original 

article‟s structure. However, forum articles may not have a formal structure due to their chatting nature. Therefore, this study 

attempts to introduce a formal article structure for the FAQ summary to match. 

Unlike the linear development of English writing, traditional Chinese writing presents a spiral pattern [4]. In parallel to the 

typical five-paragraph organization in English articles, the most common Chinese article organization is a four-part pattern of 

introduction-body-related or contrasting sub theme-conclusion, where contrasting is often treated as irrelevant to the subject [7]. 

Simply put, the introduction (I) breaks the topic into first sentences to attract the readers‟ interest, the body (B) supports and 

elaborates the theme, the related or contrasting sub theme (S) makes a logical turn using positive or negative examples, and 

conclusion (C) closes the article. Accordingly, this study intends to match this traditional IBSC structure to represent the 

keywords 

forum topic 
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body and 
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summary using the extracted sentences. As shown in Figure 3, the left-hand side is the desirable article structure which links 

those article sentences on its right. 

 

Figure 3.  Summary structure with matched sentences 

 

Observations of Forum Articles 

To realize the article sentences matching the proposed Chinese four-part article structure, this study randomly selected three 

forums from representative forums on the Internet. These are the Blue ship, Java technology, and Smart creative teacher forums. 

Two situations were found from observing the articles on these three forums. First, majority of the articles have three categories 

of content, including topical content, extended topics from the topical content, and new topical content with no correlations to the 

topical content. We only considered the first two categories since the extended topical contents provide the depth of the summary 

related to the topical content. Second, 100 articles from three forums were selected for matching the pattern of IBSC. Not every 

forum article has the complete structure as we expected based on statistics: 12.66% have IBSC, 30.66% have IBS, 51% have BS, 

and 5.66% have C. 

 

Summary Structure 

Based on the observed types of article structure from representative forums, we know that over 50% have the B&S-part, which 

are difficult to distinguish and simultaneously coexist at the ratio of 94.34%. Meanwhile, as compared to the technical article 

structure [5] of previous knowledge, content, method and results, I-part is equivalent to content, B&S-part is equivalent to 

method, and C-part is equivalent to the results. Forum articles have a unique characteristic of divergence in which the replied 

articles of a topic may extend to new topic that usually occur while explaining the main subject. This happens in the B&S-part, 

and all the sentences in a new topic express the same concept [1]. Therefore, we need to group sentences into homogeneous 

topics for obtaining the B&S-part in the summary. Meanwhile, the sentences within each group need to be ranked based on their 

similarities to their common topic. In relation to this, Song et al. [8] indicated two summary generation approaches using either a 

set of main sentences from each cluster or using a representative cluster. In this study, the summary generation for fitting to I, BS, 

and C parts is taking one sentence from each concept first, and then repeating the process until the limit of compression rate 

restriction is reached. The C-part can select one sentence from the B&S-part as its conclusion. These C-part sentences are 

ordered according to their pre-determined topics. As for the I-part, it should contain sentences that are closely related to the 

topical sentences in the posting articles for matching the idea of breaking the article.  

 

Process Design 

To formalize the process of matching the sentences to the proposed summary structure, this study intuitively adopts sentence 

similarity as the basis to describe the representation algorithm as see.  According to Zhang et al. [12], issues such as 

anti-redundancy and cohesion and coherence become critical in MDS, and current MDS systems often apply a two-phase process, 

namely, topic identification and summary generation.  Therefore, we need to first cluster the sentences with similar concepts for 

the purpose of sentence grouping. At the same time, there is a need to eliminate sentences with similar semantics in the same 

group: 

 

Calculate similarity between sentences  

If the similarity value is larger than α1, merge two sentences into the same group. The calculation is as expressed in Formula 1, 

where the α1 value ranges between 0 and 1 and is given by its users. 

Sim( , )=




i j

i j

i j

S S
S S

S S
 i j     (1) 

In Formula 1, Si is the ith sentence among all sentences, and i=1,…,N; Sj is similar to Si; N is the number of total sentences; 

i jS S contains the number of the same keywords in Si and Sj; i jS S contains the number of all keywords within Si and Sj. 

 

Delete similar sentences within the same group 

When the similarity value between two sentences is larger than α2, delete the shorter sentence. α2 is a value between 0 and 1 and 

is given by its users. 

 

After clustering the selected sentences into groups, induced rules are applied to each group for classifying the sentences into the 

Article 1  I 

B  

S  

C  

Article 2 

Article N 

…
.   
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three-part pattern as follows:  

 

I-part 

Since it is highly correlated to the topic article, the rule considers the similarity between the sentences and the topic sentence of 

the posting forum article. The similarity formula is as shown in Formula 2. When a sentence has a similarity value greater than β, 

classify it into the I-part set and order them by similarity value. The β value is given by the users and is a real number between 0 

and 1. 

 Sim( , )=




kj

kj

kj

Topic C
Topic C

Topic C
    (2) 

In Formula 2, Ckj is the jth sentence in the kth topical forum article, k and j are positive integers;  kjTopic C  is the number of 

identical keywords within the Topical sentence and Ckj;   kjTopic C  is the number of all keywords within the Topical sentence 

and Ckj. 

 

B&S-part 

Calculate the similarity level between all sentences in one group and the sentences in the posting article. When the similarity 

level between a group and the topical article is larger than , retain this group. Only the retained groups are used for composing 

the B&S-part. Again, these groups appear in the summary according to their similarity levels from high to low [1], and so are the 

sentences within each group. The group similarity is calculated according to Formula 3. 
n m n m

i=1 j=1 i=1 1

Sim(O , )=





 

i kj

i kj

j i kj

O C
C

O C
  (3) 

In Formula 3, Oi is the ith sentence in the original posting article; Ckj is the jth sentence in group k; i kjO C is the number of 

identical keywords in Oi, and Ckj; i kjO C is the number of keywords in Oi and Ck. 

 The similarity within a group is calculated as seen in Formula 4. 

1

( , )
r

ka kb
b

Sim C C

r



, a b     (4) 

In Formula 4, k is the number of topics; r is the number of sentences in group k; Cka is the ath sentence in the kth group; Ckb is the 

bth sentence in the kth group; ( , )ka kbSim C C  is the similarity value of sentences Cka and Ckb. 

 

C-part 

One sentence from each group is selected as a conclusion drawn from the B&S-part in the C-part. That is, the keywords must 

coexist within both the B&S-part and the C-part. Therefore, the sentence with the highest similarity value is usually selected to 

be included in the conclusion. However, to avoid high similarity due to a long sentence with more keywords than shorter ones, 

the reciprocal of the sentence length is also used together with the similarity value to select the sentence to be included in the 

C-part, as seen in Formula 5. As in the previous one, the order is the same as that which appeared in the B&S-part for 

consistency.  

   


1
1 2

( , )
1

( )   
( )

r

ka kb
b

ka

ka

Sim C C

Score C W W
Length C r

  (5) 

In Formula 5,a b ; W1is the weight of the sentence length; W2 is the weight of the similarity value; Score(Cka) is between 0 

and 1 when W1=0.5 and W2=0.5; ( )jaLength C  is the length of Cka; K is the number of topics; r is the number of total sentences in 

group k; Cka is the ath sentence in group k; Ckb is the bth sentence in group k; ( , )ka kbSim C C is the similarity between sentences 

Cka and Ckb. 

 

RESEARCH DESIGN 

Sample Source 

The forum articles were collected from the Internet forums related to “Database.” Among the 390 articles, 300 articles were 

randomly taken as the training corpus base, and 90 articles were used in the experiment. The 90 articles were divided into three 

topics, each with 30 articles. The topics are “The purpose and importance of normalization”, “How to map the ER model to the 

relational model”, and “How to build the ER model and its requirements.” 

 

Summary Presentation 

From an application-oriented perspective, the goal is to evaluate and compare the summary presentations between the raw 

method used in the work of Tao et al. [9] and the proposed method of the four-part pattern approach without comparing them 

with different advanced summarization presentation methods. This study also applies the domain-terminology module that 
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includes two approaches based on statistics and genetic algorithm (GA), respectively [10]. To avoid mistakes and increase 

effectiveness, a pretest was conducted before the formal experiment. The pretest was conducted by three student evaluators. 

They manually clustered the sentences of 10 articles from the forum topic of “How to update databases in two IP addresses.” 

There were two sets of hurdle values for deleting sentences. The first parameter value was 1 that indicated only deleting a 

similarity level of 1, while the second value was 0.65 for deleting sentences with a similarity level greater than 0.65. However, 

only when at least two out of the three evaluators agreed on the assigned similarity level were the sentences deleted. Three 

evaluators unanimously agreed that the summary was better when the 0.65 value was used as the hurdle value for deleting 

sentences. 

Forum article statistics
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Figure 4.  Percentages of number of forum articles 

The experiment was divided into three groups, one control group and two experimental groups. The control group (CG) adopted 

Tao et al.‟s [9] FAQ automatic summary system, while the experimental group 1 (EG1) adopted the proposed presentation 

method with the GA domain-terminology module. The experimental group 2 (EG2) was the same but with the statistical-base 

domain-terminology module.  

 

Topical articles were randomly selected from the representative forums which again are Blue shop, Java Technology forum, and 

Smart forum. Based on the articles available on the Internet, some statistics were calculated as shown in Figure 4. Generally 

speaking, the number of articles can be roughly grouped into low (10), medium (20), and high (over 30). These three levels of 

article number were adopted in this experiment. Based on three forum topics and three groups of article size, 27 student 

evaluators were selected from the Graduate Institute in Information Management at a National University of Science and 

Technology in Taiwan. Like in the pretest, three evaluators worked as a group for one combination of the topic and article size (3 

x 3 = 9 groups).The process is briefly described as follows: every evaluator reads through the assigned articles printed on paper, 

and selects sentences highly related to the topical article. After this paper-based selection step, each evaluator reads the summary 

automatically generated by the prototype system developed by this study. The evaluators were requested to evaluate the summary, 

the logical connection of the sentences, length of the summary, its effectiveness, and summary structure. The data collected from 

these 27 evaluators were used in the analyses. 

 

RESULTS 

The objective experimental analysis was conducted based on the criteria of compression rate, recall rate, and precision rate, while 

the subjective experimental analysis was based on user acceptance. 

 

Objective Experimental Results 

This part of the experiment was to compare the recall rate (RR) and precision rate (PR) under different compression rates for 

three different article sizes. The results are summarized in Table 1. A few observations are discussed as follows: 

 

From the compression-rate perspective, the recall and precision rates of the two experimental groups are very close under the 

compression rates of 10%, 20%, and 30%. As can be seen in Table 1(a), experiment groups have stable precision rates at different 

compression rates. For example, EG2 has a precision rate of 32% and a recall rate of 40% under the 10% compression rate, 34% 

and 40% under the 20% compression rate, and 34% and 30% under the 30% compression rate. On the other hand, the recall and 

precision rates of the control group vary at different compression rates. As the compression rate increases, the recall rate also 

increases, and vice versa. On the second topical forum of the control group, the precision and recall rates are 10% and 12% at 

10% compression. Similarly, they are 6% and 16% under the 20% compression, and 6% and 24% under the 30% compression. 

Therefore, these experimental groups demonstrated stable recall and precision rates despite the compression rate. Generally 

speaking, the recall and precision rates of the two experimental groups were higher than those of the control groups. Based on the 

data, EG 2 performed the best, then EG1 the second, and CG the last. One exception did occur at topical forum 3. An in-depth 
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examination of the data revealed that the forum articles presented sentences in either paragraphs or listings. While the first two 

topics have sentences in paragraph format, the third topic also has sentences in listing format. 

Table 1. Comparison of the objective performance 
 

(a) Low volume 

T
o

p
ic 

C
o

m
p

 

CG EG1 EG2 

RR PR RR PR RR PR 

1 

10 23 16 23 30 23 36 

20 41 14 23 30 23 30 

30 52 12 23 30 23 30 

2 

10 12 10 40 34 40 32 

20 16 6 61 27 44 34 

30 24 6 61 28 44 34 

3 

10 27 16 13 36 17 41 

20 31 6 13 36 17 41 

30 34 6 13 36 17 41 

 

(b) Medium volume 

T
o
p

ic 

C
o

m
. 

CR EG1 EG2 

RR PR RR PR RR PR 

1 

10 11 10 16 21 16 21 

20 16 7 16 21 16 20 

30 24 8 16 21 16 20 

2 

10 5 8 13 22 13 22 

20 8 6 23 22 14 23 

30 14 7 25 24 16 24 

3 

10 18 16 8 33 8 33 

20 26 15 8 33 8 33 

30 33 11 8 33 8 33 

 

(c) High volume 

T
o
p

ic 

C
o

m
. 

CR EG1 EG2 

RR PR RR PR RR PR 

1 

10 10 9 31 38 31 30 

20 18 8 31 38 31 30 

30 22 6 31 38 31 30 

2 

10 16 12 24 19 22 22 

20 24 9 29 15 29 26 

30 32 7 29 15 29 25 

3 

10 24 12 17 29 17 27 

20 29 7 17 28 17 27 

30 33 5 17 28 17 27 

Note:     1. CG=Control Group, EG1=Experiment Group 1, EG2=Experiment Group 2 
2. Unit is % for CR, CG, CG1, and EG2. 

The evaluators selected partial sentences from the paragraphs, and the whole sentences in the listing. Therefore, the number of 

sentences in the first two topics had a larger number of sentences. These large numbers also served as the numerator of the recall 

rate, which therefore made the recall rate a smaller number in the first two topics. Different types of forum articles should have 

different summary structures. This study suggests that when the articles are in normal paragraph format, the proposed four-part 

article structure should be used. The listing format of articles may be better with the original summary structure used in the work 

of Tao et al. [9], which is by the article order and then the sentence order of the original postings. 

The recall and precision rates do not change according to the number of articles and sentences. In our data, the numbers of 

sentences ranged from 15-18 to more than 25 per article in different forum topics. Also, Table 1 shows that the recall and 

precision rates did not change with the changes in the numbers of articles in either the control group or the experimental groups. 

Take the control group for example; the recall rates have the highest values at the high volume of articles, while they were the 

lowest at the medium volume of articles. The precision rate was worst when at the medium volume of all compression rates, 

while it was best under a high volume at 10% compression, and under a low volume at 20% and 30% compression cases. 

Therefore, the performance of recall and precision rates will not be affected with the number of articles and sentences. The recall 

and precision rates are between 10% and 30% for all the cases in this experiment, which are relatively lower compared with the 

40% to 50% in the literature. The main reason for such below average performance could be due to the article structure of the 

Internet forum which is simply not structural and consistent as the Internet news that has a formal recognizable structure shared 

by writers and readers. 

 

Subjective Experimental Results 

The criteria for subjective evaluation were based on the users‟ acceptance on the summary result as well as the interface support. 

Therefore, the analyses are divided into the summary results and system interface. 

 

Summary results 

The evaluation was done based on users‟ opinion on the indication, readability, appropriate number of sentences, and structure of 

the summary. The results are shown on Table 2 for the comparison between the control group and two experimental groups by the 

number of articles and compression rate. The general observation from the data is that the performance of the experimental 

groups was better than that of the control group in all the criteria. Among the two experimental groups, EG2 performed better 

than EG1. For example, under the 30% compression rate, the average scores of indication, readability, appropriate number of 

sentences, and structure of the summary are 3.11, 2.33, 2.11, and 2.88 for CG, while they are 3.55, 3.33, 4, and 4 for EG1, and 

4.22, 3.88, 4.33, and 4.33 for EG2. Under the 10% compression, the averages are again 2.78, 2, 2.11, and 2.78 for CG, while the 

averages are 3.11, 3.22, 3.11, and 3.11 for the EG1, and 3.11, 3.44, 3.66, and 3.66 for EG2. These two cases confirmed what is 

concluded earlier that EG2 is better than EG1, which in turn is better than CG. In other words, adding the domain-terminology 

module and enhanced summary presentation module did prove to be positively perceived by the users.  This means that the 

method of the four-part structure proposed by this study was more acceptable than presenting the summary in the original order 

of the articles and sentences as in the work of Tao et al. [9]. Furthermore, this experiment also confirmed that statistical-based 

domain terminology extraction performed better than GA-based terminology extraction in terms of users‟ perception. 
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Table 2. Comparison of system interface 
 

(a) Low volume 

Item CR CG EG1 EG2 

Indication 

10 2.78 3.11 3.11 

20 3.10 3.44 3.44 

30 3.11 3.55 3.22 

Readability 

10 2.10 3.22 3.44 

20 1.40 3.66 3.44 

30 2.33 3.33 3.88 

Appropriate 

number of 

articles 

10 2.11 3.11 3.66 

20 1.60 3.6 3.88 

30 2.11 4.00 4.33 

Structure 

10 2.78 3.11 3.66 

20 2.40 3.66 3.8 

30 2.88 4.00 4.33 
 

(b) Medium volume 

Item CR. CG EG1 EG2 

Indication 

10 2.77 3.00 3.00 

20 2.77 3.33 3.33 

30 2.55 3.44 3.11 

Readability 

10 2.66 3.00 2.88 

20 2.88 3.55 3.44 

30 3.11 3.33 3.55 

Appropriate 

number of 

articles 

10 2.44 3.11 3.22 

20 2.88 3.22 3.22 

30 3.11 3.44 3.33 

Structure 

10 3.00 2.66 3.00 

20 3.00 3.22 3.55 

30 3.00 3.33 3.22 

 

(c) High volume 

Item CR. CG EG1 EG2 

Indication 

10 2.00 3.11 3.33 

20 2.66 3.33 3.55 

30 3.00 3.55 3.77 

Readability 

10 2.22 2.88 3.00 

20 2.88 3.55 3.55 

30 3.00 3.55 3.55 

Appropriate 

number of 

articles 

10 2.22 3.00 3.11 

20 2.33 3.11 3.11 

30 2.77 3.44 3.33 

Structure 

10 2.22 2.88 3.11 

20 2.33 3.00 3.11 

30 2.55 3.22 3.44 

Note: 1. CG=Control Group, EG1=Experiment Group 1, EG2=Experiment Group 2 
2. Unit is % for CR, CG, CG1, and EG2. 

 

System interface evaluation 

This part mainly assessed whether the users perceived better while browsing the FAQ summary via the interface functions such 

as keywords and hyperlinks to original articles, or whether the users understood the FAQ better as shown in Table 3.The detailed 

results of the system interface are summarized in Table 4. Within CG in (a), 59.3% of them agree and extremely agree on the 

“Hyperlink” function, 44.5% of them agree and extremely agree on the “Keyword indication”, 55.6% of them agree and 

extremely agree on “Keywords highlighted in summary”, and 55.5% of them show medium agreement on “Summary format.” 

Similarly, within EG1 in (b), 63% of them agree and extremely agree on the “Hyperlink” function, 70.4% of them agree and 

extremely agree on the “Keyword indication”, 59.3% of them agree and extremely agree on “Keywords highlighted in summary”, 

and 63% of them agree and extremely agree on “Summary format.” Finally, within CG2 in (c), 70.4% of them agree and 

extremely agree on the “Hyperlink” function, 77.8% of them agree and extremely agree on the “Keyword indication”, 63% of 

them agree and extremely agree on “Keywords highlighted in summary”, and 63% of them agree and extremely agree on 

“Summary format.” Overall, the two experimental groups had higher satisfaction levels than the control group on the four criteria. 

Again, EG2 had higher levels than EG1. 

Table 3. System interface 

Item Question CG EG1 EG2 

Usability of 

the Interface 

Hyperlinks can effectively assist a user understand 

the content of the forum topic 
3.44* 3.74 3.74 

Keyword indication can effectively assist a user 

understand the content of the forum topic 
3.22 3.7 3.74 

Keywords in the summary can effectively assist a 

user understand the content of the forum topic 3.44 3.63 3.59 

The format of summary can clearly present the 

content of the summary 
3.33 3.67 3.67 

Note:     1. CG=Control Group, EG1=Experiment Group 1, EG2=Experiment Group 2 
*. Average scores based on 5-point Likert-scale ranging from 0(very disagree) to 5 (Very agree) 

In addition to the above analyses, we compared the experimental groups to the control group using the articles in a forum topic of 

“The purpose and importance of normalization.” Under 20% compression, the differences are summarized as follows. The 

number of sentences in EG2 is 39, much less than the 112 in CG. This naturally lowered the readers‟ load. The structure of the 

summary under control group 2 was based on the I-B&S-C order as shown in Figures 3, in which the right-hand side labels these 

four parts in order for readers to clearly recognize these different concepts in a normal Chinese composition. The summary 

structure of CG, as seen in Figure 1, was based on the posting order of the articles and their sentences. The user benefit can be 

illustrated using a simple example: the control group had to locate the sentences with the same concept in different parts of the 
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summary, such as in Figure 1, that ”減少儲存空間 (reducing the storage space)” was separated in the 22nd sentences in the 3rd 

article and the 9th sentence in the 14th article. On its counterpart in experimental group 2, as seen in Figure 2, “減少儲存空間 

(reducing the storage)” was grouped together for users‟ convenience. Based on the above comparison, it is clear that the 

concept-based four-part structure did present a concise and clear summary structure for its readers. 

Table 4. Comparison of subjective performance 
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Extremely 
disagree 

and 
disagree 

14.8 25.9 11.1 7.4 3.7 0 3.7 0 0 3.7 3.7 0 

Average 25.9 29.6 33.3 55.5 33.3 29.6 37.0 37.0 29.6 18.5 33.3 37.0 

Extremely 
agree and 

agree 
59.3 44.5 55.6 37.1 63.0 70.4 59.3 63.0 70.4 77.8 63.0 63.0 

Total 100 100 100 100 100 100 100 100 100 100 100 100 

Note:    1. CG=Control Group, EG1=Experiment Group 1, EG2=Experiment Group 2 
2. Unit is % for CR, CG, CG1, and EG2. 

 

CONCLUSIONS 

This study proposed using the Chinese composition structure for improving the summary presentation of an automatic Internet 

forum FAQ system by Tao et al. [9]. Based on the objective evaluations, the comparative experiment results demonstrated that 

the recall and precision rates increased under different article volumes and compression rates. Moreover, they become stabilized 

without being affected by the compression rate due to redundant reduction via the clustering of similar concepts of sentences. 

Also, the statistical-based method for extracting domain terminology seemed to work better than the GA-based method with our 

sample data. On the counterpart of the subjective evaluation, the users perceived better on the criteria of indication, readability, 

appropriate number of sentences, and structure in the FAQ system. Based on our experiment, this study suggests the use of the 

proposed summary presentation module for the topic forum with paragraph-based articles in order to reduce the repeats of the 

summary content, and the original summary presentation module [9] for listing the style of articles in order to maintain the 

summary integrity at the cost of higher repeats. To further improve the usability of the FAQ summary presentation, one 

immediate future work should delve on the use of a complete sentence from the original article instead of partial sentences for 

better readability.  Another one would be to apply this Chinese composition structure to non-Chinese text summarization cases 

for possible generalized applications. Also, despite the necessary analysis being too immature or computationally intensive [3], 

other techniques and methods in extraction or abstraction approaches [1] can be used to further enhance the coherence of the 

multiple-article FAQ summary. 
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