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Usability flaws found in the later stages of the software development process can be extremely costly to resolve. Accordingly, 
usability evaluation (UE) is an important, albeit usually expensive, part of development. We report on how the inexpensive UE 
method of heuristic evaluation (HE) can benefit from collaborative software (CSW), implicit coordination, and principles from 
collaboration engineering. In our study, 439 novice participants were trained in HE methods and then performed HE. Our results 
show that traditional nominal HE groups can experience implicit coordination through the collaborative software features of group 
memory and group awareness. One of the key results is that CSW groups had less duplication of effort than traditional nominal 
groups; these differences were magnified as group size increased from three to six members. Furthermore, because they 
coordinated less, traditional nominal groups performed more work in the overall process of HE. We attribute the reduction in 
duplication for CSW-supported groups to the implicit coordination available to them; CSW-supported groups could see violations 
input by other group members, but could not directly discuss the violations. These findings not only show the power of implicit 
coordination in groups, but should dramatically change how HE is conducted. These results may also extend to other evaluation 
tasks, such as software inspection and usability assessment tasks. 
 
Keywords: heuristic evaluation, collaboration engineering, virtual groups, virtual teams, group size, usability evaluation, human-
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Toward Building Self-Sustaining Groups in PCR-
Based Tasks through Implicit Coordination: The Case 
of Heuristic Evaluation

 

1. Introduction 
Organizations need to develop software for users who are increasingly distributed and diverse. 
Moreover, in today’s competitive environment, this software needs to be usable and economical to 
develop. However, professional usability evaluation (UE), a major cost of software development, has 
become so expensive that it may not be feasible for any but the largest and most profitable firms 
(Mayhew, 1999). These firms spend nearly $60 billion annually on such efforts (Cusumano, 2004). 
Because of high costs, many software engineers avoid usability engineering techniques because they 
are complex and time consuming and there is a questionable return on their costs. This trend has 
resulted in less usable software that end users are less prone to adopt, which undermines software 
development efforts (Nielsen, 1994).  
 
To counter these trends, leading researchers and software engineers are turning to “discount” 
usability techniques that can be executed by novice evaluators, including end users, leading to time 
and cost savings (Mayhew, 1999). Most of these efforts center on inspection tasks that are based on 
the Preparation, Collection, and Repair (PCR) process that many organizations already use to 
eliminate defects (IEEE, 1989). However, most organizations have not yet adopted collaborative 
software (CSW) and processes to help with PCR-based tasks because of the lack of effective and 
economical collaborative tools and processes to support those tasks. 
 
We believe that the concepts involved in collaboration engineering (CE) can be used to improve PCR 
processes to make them economical, predictable, and repeatable. Collaboration engineering is an 
approach to designing collaborative work practices for high-value recurring tasks that allows 
practitioners to do the tasks themselves, eliminating the ongoing intervention of professional 
facilitators (Briggs et al., 2003; Briggs et al., 2006; de Vreede and Briggs, 2005; de Vreede, 
Kolfschoten et al., 2006). PCR-based tasks, such as UE, are of high value because they are 
expensive to conduct; they are recurring because they are needed frequently and can be used 
throughout the software-development cycle (Nielsen, 1993). 
 
In this paper, we investigate ways to improve the popular PCR-based task of heuristic evaluation (HE), 
which is one form of UE. There are several reasons why we focus on HE. First, HE is an easily-
understood UE technique that combines individual and group work in order to quickly evaluate user 
interfaces based on a series of usability heuristics (Nielsen and Molich, 1990). Second, HE can be 
conducted by usability experts as well as by members of the target user community (Nielsen and 
Molich, 1990) who are not UE experts. Nielsen (1992) showed that with limited training, novices can 
effectively conduct HE and can sometimes identify bugs that are overlooked by usability experts. By 
discovering usability problems early and quickly, HE can reduce costs and promote the efficient 
production of usable software (Nielsen and Molich, 1990). Third, Nielsen and Landauer (1993) found 
that HE is most effective when performed collaboratively in groups. However, HE has yet to fully 
benefit from collaborative technologies and CE. 
 
Coordination theory suggests that coordinated groups have better outcomes than uncoordinated 
groups (Malone and Crowston, 1990). We posit that CE can improve PCR-based tasks by creating a 
process wherein groups can effectively use implicit coordination. Implicit coordination (i.e., common 
understanding and group memory) can be highly effective in improving group outcomes (Espinosa et 
al., 2001; Weick and Roberts, 1993) for many tasks; in fact, there is evidence that implicit 
coordination is the primary means of coordination for most groups (Gersick, 1988). However, implicit 
coordination requires a shared understanding. This shared understanding can be created through a 
variety of means including training, discussion, software tool structure, in-process feedback, and 
general interpersonal interaction. Novices need an efficient means of coordination and collaboration 
to perform HE, in part because they are novices. Simply put, HE novices need both explicit and 
implicit coordination. They need explicit training, instructions, process structure, and understandable 
tools to be able to work toward a common goal. They need collaborative support so that they can see 
what others are doing and avoid wasted, duplicate effort.  
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Our research focuses on improving the coordination of HE groups by using CSW. The CSW literature 
provides examples of coordination benefits related to software code inspections (de Vreede, Koneri et 
al., 2006; Genucthen et al., 1998; Rodgers et al., 2004; Tyran and George, 2002; van Genuchten et 
al., 2001) and software defect inspections (Grünbacher et al., 2003). (Though HE is similar to an 
inspections task, it has some important differences, as explained in the next section). Also, though 
several studies have investigated ways to better implement HE in order to improve software 
engineering and usability (Agarwal and Venkatesh, 2002; Baker et al., 2001; Garzotto et al., 1995; 
Levi and Conrad, 1996; Lowry and Roberts, 2003; Muller et al., 1998; Sears, 1997; Sutcliffe, 2001), 
very little research to date has focused on improving HE for novices through increased implicit 
coordination from CSW or through CE principles. This raises the question of whether implicit 
coordination provided by CSW could benefit novices performing HE by helping to make such groups 
self-sustaining and by providing and facilitating successful CE. Additionally, because potential 
participants in PCR-based tasks are often distributed, we examine whether implicit coordination can 
make distributed and larger HE groups more effective than HE groups that do not have implicit 
coordination. To investigate these research questions, we compare HE outcomes with novice groups 
in six different treatments in an HE experiment: small- and medium-sized face-to-face (FtF) non-CSW 
groups; small- and medium-sized FtF CSW groups; and small- and medium-sized distributed CSW 
groups.  
 
This paper is organized as follows: First, we outline the basic HE processes and how they relate to 
the traditional PCR process for eliminating defects (IEEE, 1989). Next, using CE principles, we 
advance hypotheses on these conditions and describe how implicit coordination provided by CSW 
can improve HE. Next, we describe the treatments and the results. Finally, we discuss limitations of 
this study and opportunities for future research. 

2. Usability Evaluation and Heuristic Evaluation 

2.1. Usability Evaluation 
Software engineers and researchers are continually striving to improve the software engineering 
process to make software not only more cost effective and efficient, but also more usable and 
appropriate to user requirements. Traditionally, this effort has centered on improving software usability 
through UE. The objective of UE is to identify and eliminate usability flaws manifest in an application’s 
interface(s) as early as possible in the software engineering process. Usability flaws that are 
discovered after software is released can be costly to resolve and detrimental to customer satisfaction, 
customer trust, and future sales. Thus, an effective UE method must find the major usability flaws in 
an application before it is released, and must be efficient, fast, and easily understood. Effective UE 
methods are also important because software engineers typically face backlogs of work, yet are 
expected to produce high-quality software at a rapid pace.  
 
Various academic and applied publication outlets advocate a wide variety of UE approaches. Some of 
the more widely-adopted UE approaches include cognitive walkthroughs, formal usability inspection, 
pluralistic walkthroughs, published guidelines, and HE. Although the majority of extant approaches 
share a common goal, they vary widely in regard to broad-based applicability, cost effectiveness, and 
ease of use (Vredenburg and Butler, 1996). Of the 14 major UE approaches in practice, HE has 
emerged as the most widely-adopted approach because of its relative ease of application, relatively 
low cost, short learning curve, applicability early in the software engineering process, and ability to 
generate effective UEs without the need for professional evaluators (Vredenburg et al., 2002). A 
further benefit is that HE is generally more effective in finding usability violations than are many other 
common UE approaches (Jeffries et al., 1991; Nielsen and Molich, 1990; Shaw, 1993). Table 1 
summarizes the major UE methods. 
 
 
 
 
 
 



 

 
173 Journal of the Association for Information Systems Vol. 10 Special Issue pp. 170-195 March 2009 

Lowry et al./Self-sustaining Group 

Table 1. Comparison of Usability Evaluation Methods 

Approach Pros Cons 

Cognitive 
walk-through 

• Helps designers understand 
the end user 

• Needs a task-definition methodology  
• Tedious, time consuming, and costly 
• Misses general and recurring problems 

Formal 
usability 

inspection 

• Identifies the most critical 
problems  

• Requires user interface expertise 
• Very time consuming and costly 
• Misses consistency problems  

Pluralistic 
walk-through 

• Helps developers understand 
the end users’ needs 

• Involves multiple viewpoints 

• Needs someone with interface 
expertise 

• Very time consuming 
• Tends to be limited to specific 

scenarios 
• Misses many bugs 

Published 
guidelines 

• Identifies recurring and general 
problems  

• Low cost 
 

• Misses some severe problems  
• Unstructured 
• Inconsistent 
• Too much reliance on developers 
• No formal accountability 

Heuristic 
evaluation 

(HE) 

• Identifies the most problems of 
any approach 

• Identifies the most critical 
problems  

• Low cost 
• Takes little time 
• Can be used by non-experts 
• Easy to learn 
• Informal  

• Requires several evaluators 
• Often results in duplicate bug reports 
• Can find trivial bugs 

2.2. Heuristic Evaluation 
HE involves a limited set of usability heuristics that novices can be trained to use in order to identify 
usability violations. HE is conducted quickly by having participants evaluate software interfaces for 
their compliance with established usability heuristics. It does not aim to find every possible bug; 
instead, HE aims to quickly find as many important violations as possible. The heuristics used in 
conducting HE were originally developed to improve the effectiveness of complex software evaluation. 
These heuristics have since been refined, based on a factor analysis of 249 usability problems to 
derive a set of heuristics with maximum explanatory power, resulting in a set of 10 heuristics (Nielsen, 
1994). The refined set of heuristics is both widely accepted and successfully employed by the HE 
community. 
 

 

Figure 1. The Major Steps of PCR-Based Tasks on which HE Builds 
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The traditional HE process involves three steps that build on concepts from PCR, an iterative, three-
step inspection procedure that many organizations use to eliminate defects (IEEE, 1989). Because 
HE builds on PCR, it is likely that the theory and hypotheses we are building for HE may generalize to 
other PCR-based tasks. Figure 1 gives an overview of these general steps. 
 
HE is traditionally performed in three steps. In Step 1, though this is not explicitly required, group 
members work independently in nominal groups1 (without talking to each other or seeing each other’s 
work), with each team member individually evaluating the software interface(s) for violations of the 
heuristics (Nielsen and Molich, 1990). Individuals working independently use non-CSW tools such as 
spreadsheets, word processors, or paper and pencil to record heuristic violations (Nielsen and Molich, 
1990). Recent studies with heuristic evaluation continue to employ the nominal group technique even 
in computer-mediated environments (Hvannberg et al., 2007; Tang et al., 2006). In Step 2, team 
members meet FtF to compare and discuss their evaluation results, remove duplicate bugs and false 
positives (FPs), and make a combined bug list to deliver to the development team in Step 3. Because 
this last step involves handing over and discussing the report, we do not consider it for our theoretical, 
empirical purposes. 
 
It is important to note that HE differs in significant ways from other tasks that have been supported by 
CSW. For example, Step 1 of HE is not the same as a brainstorming task. In brainstorming, 
participants try to come up with as many original ideas as possible. Ideally, this is done with a free 
flow of uninhibited ideas that build on each other, which is why an anonymous process, which 
decreases inhibitions, improves brainstorming (Gallupe et al., 1992). In contrast, Step 1 of HE uses a 
search-and-compare task in which HE inspectors search for defects by trying to find examples of 
defects; in other words, they match features in the interface to patterns of known heuristics, a process 
that is similar to seeking solutions with analogies (e.g., Hender et al., 2002). These patterns are 
purposely limited in HE; traditionally, a list of only 10 heuristics is used. 
 
HE inspections also differ from software inspections because HE inspectors are novices, whereas 
software inspectors are experts. Software inspectors are experts in two ways: first, they are often 
highly-trained software engineers who know specifically what they are looking for (e.g., many different 
kinds of specific software defects) (Porter et al., 1997; Tyran and George, 2002). Second, they are 
also often experts in the inspection process itself because they use it frequently. Novices tend to 
perform poorly because they lack both types of expertise. These differences make both training and 
utilizing an efficient means of conducting HE essential for effective outcomes.  

2.3. Heuristic Evaluation in the Context of Collaboration Engineering 
CE researchers have classified several general patterns of collaboration in order to categorize group 
activities based on the changes-of-state they produce. These general patterns include the following 
(Briggs et al., 2003; Briggs et al., 2006): generate (move from having fewer to having more concepts), 
reduce (move from having many concepts to a focus on fewer concepts), clarify (move from having 
less to having greater shared understanding of concepts and of the words and phrases used to 
express them), organize (move from having less to having greater understanding of the relationships 
among concepts), evaluate (move from having less to having greater understanding of the relative 
value of concepts), and build consensus (move from having fewer to having more group members 
who are willing to commit to a proposal). 
Applied to HE, Step 1 is a generating pattern because participants are trying to find and document as 
many violations as possible. Although participants categorize their bugs in Step 1, this is not 
considered a reduction because the group has not collaborated via a group-level reduction effort. 
Thus, Step 2 involves organizing, reducing, and building consensus because groups organize bugs, 
remove duplicates and FPs, and seek agreement on these decisions.  
 
The change we seek to make in the HE task is to improve Step 1 through implicit coordination so that 
participants not only identify bugs in Step 1, but also start the process of categorizing, reducing, and 
                                                      
1 Collaboration and communication literatures have adopted a long-standing classification scheme that refers to any 
group working independently and separately without verbal communication as a nominal group (Taylor et al., 1958). 
Those who communicate are referred to as verbal or interacting groups. 
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even building consensus. We believe this improvement will increase productivity by eliminating 
wasteful efforts in Step 1, which will subsequently reduce the amount of effort required in Step 2. Our 
proposed change is contrary to extant practice with HE, which still uses nominal groups in Step 1 
(Hvannberg et al., 2007; Tang et al., 2006). 

2.4. HE and Group-Size Limitations 
It is important to test the impact of group size and CSW on HE groups to determine whether implicit 
coordination can make HE groups more effective and self-sustaining. Nielsen and Landauer (1993) 
found that the optimal size of FtF non-CSW groups performing HE is between three and five people; 
in larger groups, diminishing marginal returns occurred because of duplicated effort. Diminishing 
marginal returns with group-size increases were also found in software-code inspections with nominal 
groups (Biffl and Halling, 2003). An HE process supported by CSW may allow larger groups to 
participate while remaining productive, as has been observed in brainstorming (Gallupe et al., 1992) 
and process modeling (Dean et al., 2000). Average individual productivity may also remain higher 
with CSW because of increased implicit coordination, as explained further in the theory section. Yet 
the tasks and processes of PCR activities, including HE, are appreciably different from brainstorming 
or collaborative modeling, which implies that the study of PCR tasks warrants separate investigation. 

3. Theory and Hypotheses 

3.1. Group-Level Productivity Constructs and Measures 
Before proposing group-level theory and hypotheses, we will define the key constructs used in this 
section. False positives (FPs) are reported violations that turn out not to be legitimate violations 
(Hertzum and Jacobsen, 2001). Duplicates are violations that are reported more than once (Lowry 
and Roberts, 2003), which are a key surrogate for lack of coordination. Usable violations are the net 
legitimate violations after eliminating FPs and duplicates (Hertzum and Jacobsen, 2001; Nielsen and 
Molich, 1990). Total violations are all violations reported: the sum of usable violations, FPs, and 
duplicates (Hertzum and Jacobsen, 2001). Changes represent the additional work conducted by 
inspectors in Step 2 to reassign bugs to more appropriate violation categories and to decrease FPs 
and duplicates. These measures and their application to each step of HE are summarized in Table 2.  
 

Table 2. Summary of Group-Level Productivity Constructs of Interest 

Construct Definition and measurement Steps used 

Total Violations Usable violations + unusable violations (FPs and 
duplicates) 1 and 2 

Usable Violations Net legitimate violations after eliminating FPs and 
duplicates 1 and 2 

False Positives (FPs) Reported violations that are not legitimate violations 1 and 2 

Duplicates Violations that are reported more than once (key 
surrogate for lack of coordination) 1 and 2 

Changes 

Additional productive work between Step 1 and Step 2 
 
(Increase in usable violations between Steps 1 and 2) 
+ (Decrease in FPs and duplicates between Steps 1 
and 2) 

2 

 
Because each HE step involves different processes and group interactions, we explain and predict 
outcomes for each step. The primary comparison in Step 1 pertains to whether there is a benefit to 
using collaborative support in nominal groups vs. using traditional nominal groups. In Step 2, the 
nominal groups become fully-interacting verbal groups and distributed interactive groups; thus, the 
primary comparison is between the levels of social presence. 
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3.2. The Effects of Implicit Coordination on Productivity in Step 1 and Step 2 
Our theory challenges the conventional practice of using non-CSW-supported nominal groups in Step 
1 of PCR-based tasks. We challenge these practices based on the belief that the group process 
losses (e.g., production blocking, evaluation apprehension, and domination) that Step 1 of HE is 
designed to avoid can likely be decreased by improved implicit coordination resulting from the use of 
CSW. Malone and Crowston define coordination as “managing dependencies between activities” 
(1994, p. 90). Coordination is necessary when interdependence exists in performing tasks and 
activities (Malone and Crowston, 1994). Because interdependence exists in the steps of PCR tasks, 
we believe coordination may be useful in Step 1. This raises the question of how coordination can be 
achieved while limiting process losses. We describe how this balance can be accomplished by 
explaining and extending coordination theory (Malone and Crowston, 1994). 
 
The basic premise of coordination theory is that an appropriate level of coordination between 
interdependent actors allows them to work toward a common task more effectively. Task 
dependencies create coordination problems for actors working on the same tasks; coordination 
mechanisms are steps that actors must perform to overcome coordination problems caused by these 
task dependencies (Crowston and Kammerer, 1998).  
 
In groups, coordination can be achieved by the use of explicit and implicit mechanisms to manage 
task dependencies effectively (Espinosa et al., 2001). Explicit coordination is an overt attempt to 
coordinate through formal task organization and group communication (Espinosa et al., 2001; Van de 
Ven et al., 1976). Implicit coordination is tacit (unspoken and understood) coordination that occurs 
with increased familiarity with a task and a group, resulting in group knowledge (Espinosa et al., 
2001; Weick and Roberts, 1993). Implicit coordination is the primary means of coordination for most 
groups (Gersick, 1988), and it has been shown to produce better results in software engineering than 
explicit coordination because it decreases the overhead and cost imposed by explicit coordination 
(Crowston and Kammerer, 1998; Espinosa et al., 2001). Given certain conditions, collectives will 
exhibit implicit coordination that can be described as “collectively intelligent”: they perform in the best 
interest of the group (Weick and Roberts, 1993). Such implicit coordination has been shown to aid the 
development of software requirements (Crowston and Kammerer, 1998).  
 
This literature on coordination causes us to raise the question of how explicit and implicit coordination 
can be used to help HE groups with CSW. We believe the answer comes from extending coordination 
theory to the HE context. For both CSW-supported and non-supported HE, a number of explicit 
coordination mechanisms can be employed before HE so that implicit coordination can make the 
collaboration more productive. Because high levels of implicit coordination require using shared 
mental models or shared cognition (Espinosa et al., 2001; Weick and Roberts, 1993), participants can 
be trained in HE, which would provide them with pre-task instructions that define the goal and the 
approach for achieving the goal. In addition, the proper configuration of CSW can also help facilitate 
implicit coordination (Crowston and Kammerer, 1998) by providing a structure and means by which 
the work can be accomplished in a way that supports these mental models and shared cognition. In 
the case of HE, CSW can reinforce shared mental models if the tool is configured to show HE 
violation categories and is designed to allow users to assign violations to these respective categories. 
 
CSW provides communication capabilities that further support implicit coordination. Two key CSW 
software features that can be used to create shared cognition in CSW are group memory (Tyran and 
George, 2002; Wegner et al., 1991) and group awareness (Lowry and Nunamaker Jr., 2003). Group 
memory exists when the knowledge of a group is shared (Dennis and Garfield, 2003; Wegner et al., 
1991). Group memory performance is superior to that of individual memory across a variety of 
conditions (Hartwick et al., 1982), especially when combined member resources are needed (Hinsz, 
1990). Such combined resources are needed in tasks such as usability testing, requirements-
gathering evaluation, and software inspections (Sauer et al., 2000; Yin and Miller, 2004). Group 
memory is fostered through CSW when all individual contributions can be seen by all group members 
through a shared interface (Nunamaker Jr. et al., 1991; Satzinger et al., 1999).  
 
Implementing formalized group memory via a shared CSW interface also fosters group awareness. 
Group awareness is the ability to know what other group members are doing at a given time without 
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direct communication; this implicitly increases social pressure on group members to contribute more, 
coordinate work, and avoid duplicate work (Lowry and Nunamaker Jr., 2003). Trying to accomplish 
the same result with direct communication stops others from working or at least interrupts their work. 
 
Two additional features of CSW help improve the development of group memory in a shared 
interface: (1) self-scribing ability and (2) parallelism. Self-scribing ability allows each individual to type 
comments directly into group memory (Rodgers et al., 2004). Self-scribed formalized group memories 
can be used to document work sessions (Nunamaker Jr. et al., 1991) so that information is not 
overlooked (Harari and Graham, 1975; Maier, 1970). Parallelism is the ability of group members to 
contribute information simultaneously (Dennis et al., 2001). In traditional FtF groups, production 
blocking is a major cause of poor group performance because while one person speaks, others must 
wait (Dennis, 1996b). Parallelism should also result in reduced cognitive interference because 
participants do not have to wait to contribute their ideas (Dennis and Valacich, 1993). 
 
Traditional PCR tasks use nominal groups in Step 1 that do not build a formalized group memory until 
Step 2, at which time they combine their individual results from Step 1. The problem is that this group 
memory cannot be shared, accessed, or coordinated in Step 1; thus, it is only possible for group 
members to participate in the generating activity. This lack of coordination decreases the ability of 
such groups to avoid duplication of effort and FPs and delays the spread of knowledge throughout the 
group until Step 2. Individuals in traditional nominal groups in Step 1 have no ability to interrelate; thus, 
they may “act heedfully, but not with respect to others” (Weick and Roberts, 1993, p. 371). This lack 
of group memory and group awareness (resulting in no shared cognition or coordination) is depicted 
in Figure 2. 
 

 

Figure 2. Lack of Shared Cognition and Implicit Coordination 
 
In contrast, nominal CSW-supported groups in Step 1 will have a shared interface that fosters group 
memory, which improves implicit coordination. The information that individual group members create 
can be pooled synergistically to form group memory. Nominal CSW-supported participants (whether 
proximate or distributed) will be able to see the bugs other participants are reporting and implicitly 
coordinate to avoid duplicate work and FPs in Step 1—even though no mention of avoiding duplicates 
or FPs is directed in Step 1. Similar benefits have been suggested in comparable analogy tasks 
(Hender et al., 2002) and in software code inspections (Tyran and George, 2002). Thus, by 
introducing implicit coordination into Step 1, groups now generate, categorize, reduce bugs, and even 
start to build consensus from the outset of a task rather than waiting until Step 2. Figure 3 depicts this 
development of group memory and group awareness, which fosters shared cognition and subsequent 
implicit coordination. 
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Figure 3. Shared Cognition and Implicit Coordination in CSW-Supported Groups 

 
In the traditional unsupported process, the focus and objectives of PCR tasks change dramatically 
from Step 1 to Step 2. In Step 1, group members focus on finding bugs without direct discussion 
among group members. The focus in Step 2 is not on finding bugs but rather on cleaning up the list of 
total bugs derived from the independently-generated lists. In Step 2 of the traditional unsupported 
process, group members no longer operate as nominal groups; they fully interact and directly 
communicate with each other verbally to finalize their list of bugs. 
 
Because HE is an integrative task that involves two key steps, predictions about Step 2 must take into 
account the work that took place in Step 1. Groups that lack computer support in Step 1 should have 
more residual problems (i.e., duplicates and FPs) that they must work through in Step 2 than groups 
that had computer support in Step 1. This means that traditional FtF groups starting Step 2 will have 
more work to accomplish due to a lack of implicit coordination in Step 1. These factors should result in 
non-CSW groups being more likely to make more additions, deletions, and changes in reported bugs, 
duplicates, and FPs than CSW-supported groups. In summary, we derive the following hypotheses 
relating to production and productivity:  

H1. FtF unsupported groups will produce more total violations than supported groups do in 
Step 1 (a) and Step 2 (b).  

H2. FtF unsupported groups will produce more duplicates and false positives than supported 
groups do in Step 1 (a) and Step 2 (b).  

H3. FtF unsupported groups will produce fewer usable violations than supported groups do in 
Step 1 (a) and Step 2 (b).  

H4. Groups that lack CSW support in Step 1 will make more changes in Step 2 than CSW-
supported groups.  

3.3. The Effects of Group Size on Productivity in Step 1 and Step 2 
The influence of group size on HE production and productivity has received little research attention, 
yet it has important implications. If larger groups find considerably more bugs, increased group size 
may be warranted. However, if adding more inspectors produces diminishing returns, then smaller 
groups would be more efficient. As group size increases, more people will inspect the interfaces, so 
there should be an increase in total violations detected, including duplicates and FPs, in both nominal 
and CSW groups. 
 
Group process losses tend to increase with group size, especially in larger traditional FtF groups 
(Gallupe et al., 1992; Valacich et al., 1995). Furthermore, larger groups tend to inhibit individual 
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participation and create more communication difficulties than smaller groups (Steiner, 1972). These 
problems are generally caused by human limitations in communication bandwidth and attention; 
empirical research shows that simultaneous cognitive activities interfere with one another (Ball and 
Zuckerman, 1992). Thus, as group size increases, it becomes increasingly difficult to communicate, to 
pay attention to each group member, and to hear each group member—all of which contribute to 
increased group process losses. Researchers have asserted that because of these factors, maximum 
effective group size in unsupported groups is no more than five to six members for most group tasks 
(Hackman and Vidmar, 1970). As noted, however, for the unique task of HE with nominal groups, the 
maximum recommended size has been three to five members (Nielsen and Landauer, 1993).  
 
Focus theory posits that the way group attention is allocated during collaborative work directly affects 
group productivity (Briggs and Nunamaker Jr., 1999). During collaborative teamwork, an individual’s 
attention is divided across three activities: communication, deliberation, and information access. At 
any one time, an individual attends to only one of these three activities. To obtain the benefit of 
teamwork and to utilize the abilities and contributions of different individuals, groups must 
communicate and have access to information. Time spent communicating and accessing information 
reduces time spent toward the desired outcome, which in the context of HE means less time 
searching for additional bugs. During HE, reviewers must access both the interfaces and the defects 
found by others (information access). Inspectors also communicate by sharing problems found and 
discussing whether the problems are bugs. Although larger groups may find more bugs, increasing 
group size creates different challenges for nominal and CSW groups (aside from those mentioned 
above), but produces similar results.  
 
Size and Nominal Groups. In nominal groups, inefficiency will occur because evaluators lack a 
convenient mechanism for sharing found defects with other evaluators who are inspecting the same 
application interfaces. This is true regardless of whether people are working synchronously or 
asynchronously. Consequently, an evaluator may waste time finding and recording defects that have 
already been found and recorded by other inspectors (Rodgers et al., 2004). Such inefficiency may 
be a problem, especially for nominal groups, because, as some research on inspection processes 
has shown, inspectors find a considerable degree of duplication (Myers, 1978). In effect, there will 
most certainly be considerable duplicates and FPs that inflate the overall total violations. This will 
greatly affect Step 2. 
 
Size and CSW Groups. Although group memory and group awareness can help evaluators in CSW 
groups avoid wasting effort searching for bugs that others have already found, this benefit comes at a 
cost to attention. Consuming information via group memory or group awareness requires 
concentration that otherwise might be directed toward searching for bugs. As group size increases, 
more people can contribute more bugs; however, this increased volume of information may 
overwhelm a user’s willingness or ability to keep track of the shared information. The process of 
reading and integrating information typed into the CSW into a person’s memory may overload that 
person’s limited cognitive resources (Dennis, 1996a). In summary, in CSW groups, total violations, 
duplicates, and FPs should increase with group size, although as stated in the previous hypotheses, 
CSW groups will still retain significant benefits over traditional nominal groups. Therefore,  

H5. FtF supported, FtF unsupported, and distributed groups of three will have (a) fewer total 
violations, (b) fewer usable violations, (c) fewer FPs, (d) fewer duplicates, and (e) fewer 
changes than will their corresponding groups of six. 

4. Methodology  

4.1. Experimental Design 
The overall experiment used a 2 x 3 factorial design. The independent variable (IV) of group size was 
small (three members) and medium (six members). The IV of process and tool choice had three 
levels, as shown in Table 3.  
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Table 3. Treatments and Experiment Conditions 

 Step 1 Step 1 
and 2 Step 2 

Treatment Proximity Commun-
ication 

Group 
memory 
and group 
awareness 

Tools used 
to store 
violations 

Meeting 
type 

Commun-
ication 

13 and 6 
Same room 
but not 
proximate 

No oral or 
textual 
discussion 
(anonymous) 

No Word FtF 
Oral only 
(non-
anonymous) 

23 and 6 
Same room 
but not 
proximate 

No oral or 
textual 
discussion 
(anonymous) 

Yes CSW FtF 
Oral only 
(non-
anonymous) 

33 and 6 
Same room 
but not 
proximate 

No oral or 
textual 
discussion 
(anonymous) 

Yes CSW Synchronous 
distributed 

Text 
messaging 
only via 
NetMeeting 
(non-
anonymous) 

4.2. Tools 
In all three treatments, participants were given the same 10 heuristic categories mapped into a tool so 
that they could easily type violations into any of the 10 categories. For the unsupported groups, we 
chose Microsoft Word because it is representative of the non-collaborative tools often used in the 
traditional HE process. Participants also had sufficient experience with Word to be comfortable using 
it. We gave each participant a preformatted Word document that contained a table for each of the 10 
heuristic violation categories.  
 
In the supported treatments, the names of each of the 10 heuristic categories were listed as a node 
on a shared, CSW outline tool so that participants could type violations in any of the 10 categories 
listed on the outline. Participants could also see the violations typed into each category by other 
participants in their group. The CSW tool was the Collaboratus shared outline tool. Collaboratus is a 
Web-based collaborative tool (Lowry et al., 2002) that provides group memory, anonymity, self-
scribing ability, parallelism, and group awareness (Lowry and Nunamaker Jr., 2003). Collaboratus 
supports both FtF and Internet-based, distributed group work, allowing effective support for two of the 
treatments of this experiment. Collaboratus permits experimental control of communication, allowing 
participants to see the contributions of others, but not allowing direct communication (e.g., notes, 
discussion boards, annotations, and so forth). During Step 2 for Treatment 3, distributed virtual 
groups used the textual chat features of Microsoft NetMeeting in addition to Collaboratus. 

4.3. Process 
Treatment 1 groups performed HE FtF using the traditional process. In Step 1, subjects worked 
individually, with each subject recording his or her findings in Word. In Step 2, groups used oral 
discussion and Word to create a combined, single document containing the categorized violations 
from the individual documents. Using a group to combine the individual findings is a different method 
from that used in some nominal group exercises, in which combination is carried out by one individual 
without input from other group members. 
 
In Treatment 2 for Step 1, participants logged their findings anonymously into Collaboratus. This tool 
enabled group memory, but participants were not allowed to communicate beyond seeing each 
other’s bug postings in Collaboratus. In Step 2, the groups orally discussed bugs face-to-face and 
made changes in Collaboratus to finalize their combined bug lists. 
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In Treatment 3 for Step 1, participants used Collaboratus as in Treatment 2 but worked from 
distributed locations. As in the first CSW treatment, group members were not allowed to communicate 
beyond seeing each other’s bug postings. In Step 2, these distributed groups discussed the bugs 
using the textual chat features of NetMeeting There was no oral discussion. Changes to the bug list 
were made using Collaboratus. 

4.4. Participants 
The 439 participants were students enrolled in a sophomore-level introductory information systems 
course that was open to all business majors and taught during two sequential semesters over the 
course of a year at a large Midwestern university. Students participated in the study voluntarily for 
course credit and were randomly assigned to groups and treatments. Measurement of demographic 
variables across participants showed no significant differences in the following variables: age, GPA, 
years of education, years of work, and gender. 
 
Because the experiment was conducted using course laboratory sessions, not all groups were formed 
with the right size (three or six); thus, data from 417 participants was used, and an imbalanced design 
resulted. Specifically, we had no problems forming three-person groups, but we did have some 
difficulty forming groups of six. Furthermore, each laboratory session could be dedicated to only one 
condition, and not all laboratory session enrollments were of equal size. In summary, 107 groups 
were used in the following conditions: 32 unsupported groups of three (96 participants); 11 
unsupported groups of six (66 participants); 27 FtF CSW-supported groups of three (81 participants); 
11 FtF CSW-supported groups of six (66 participants); 16 virtual groups of three (48 participants); and 
10 virtual groups of six (60 participants).2 

4.5. Task and Procedures 
We provided an entire class session (one for each of the two major data collections, which took place 
over the course of two semesters) with consistent training for all 439 participants on how to properly 
conduct HE. We provided examples and screen shots showing usable and less-usable interfaces, 
and we explained them in terms of the 10 heuristics. Students were given take-home review sheets 
with examples of the heuristics to reinforce their training.  
 
Within the next week, students attended out-of-class laboratory sessions during which their assigned 
conditions were executed. To avoid mixing experimental conditions in the same session, each lab 
session (20 to 30 students) executed one experimental treatment. Participants evaluated the same 
series of Internet-based interfaces, which were designed to have many heuristic violations of varying 
complexity and severity. We designed the interfaces so that the participants could recognize the 
violations without any business or content expertise. Participants were not asked to complete any 
functional scenarios with the interfaces. The screens were implemented in functional prototypes so 
that the participants clicked on hyperlinks and actively explored the interfaces in order to find 
violations. 
 
Each laboratory session was led by a professor aided by two graduate laboratory assistants, all of 
whom ran every session. The professor provided a brief introduction to the purpose, rules, and 
required processes for each session. The participants were provided with brief, scripted training on 
the tools they were to use for their treatments. After students were trained on Step 1, they were given 
30 minutes to complete this step. Students were then trained on Step 2, after which they had 10 
minutes to complete this step. To ensure the ability to create implicit coordination among groups, no 
structure, rules, guidance, or help was provided once a step was being executed. 
 
After the experiment, all data were exported into tables that were individually evaluated by three 
trained judges. Each reported heuristic violation was evaluated for FPs and duplicates in relation to a 
predetermined list of all violations in the interfaces. If the judges found that students had reported 

                                                      
2 When testing the unsupported groups of six, we had two groups with only four members; these were dropped. 
When testing the CSW-supported groups of six, we had two groups of five and one group of four, which were also 
dropped.  
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violations not on the initial list, they discussed these violations and in some cases added them to the 
master list of violations. 

5. Analysis and Results 
Key to our theoretical model of the group-level predictions is the effect of interaction between social 
presence and group size, in which group size moderates the relationship between media richness 
and group-level productivity constructs. Thus, we first tested for this interaction using MANOVA to 
correct for multiple comparisons of the interaction effect. This interaction is significant for total Step 1 
at F(2,107) = 12.47, p < 0.0001; changes Step 2 at F(2,107) = 3.57, p = 0.032; usable violations Step 2 at 
F(2,107) = 4.13, p = 0.019; FPs Step 1 at F(2,107) = 10.27, p < 0.0001; duplicates Step 1 at F(2,107) = 10.23, 
p < 0.0001; and changes at F(2,107) = 12.45, p < 0.0001. The interaction is not significant for usable 
violations Step 1 at F(2,107) = 2.79, p = 0.066; FPs Step 2 at F(2,107) = 3.61, p = 0.307; or duplicates 
Step 2 at F(2,107) = 2.61, p = 0.078. 
 
We then used SAS LS Means to examine the statistical difference between the interaction means of 
the productivity measures. To ensure overall protection, only the probabilities associated with the 
preplanned comparisons (from our hypotheses) were used. Table A1.1 summarizes the interaction 
means, and Table A1.2 summarizes the preplanned comparisons with their p-values. Table 4 
summarizes the means for Step 1, and Table 5 summarizes the means for Step 2. Table 6 
summarizes the results of H1–H4. Finally, Table 7 summarizes the results of H5.  
 

Table 4. Step 1 Means 
 Group Totals Per Participant 

 
#1 
Nominal 
FtF 

#2  
CSW 
FtF 

#3  
CSW 
Virtual 

#1 
Nominal 
FtF 

#2  
CSW 
FtF 

#3 
CSW 
Virtual 

Small Groups 
Total Violations 47.7 39.3 32.7 15.9 13.1 10.9 
Duplicates 14.5 7.3 4.3 4.8 2.4 1.4 
False Positives (FPs) 10.3 10.2 9.1 3.4 3.4 3.0 
Duplicates + FPs 24.8 17.5 13.4 8.2 5.8 4.4 
Usable Violations 22.9 21.8 19.3 7.7 7.3 6.5 

Medium Groups 
Total Violations 97.6 55.4 69.6 16.3 9.2 11.6 
Duplicates 38.0 12.6 17.3 6.3 2.1 2.9 
False Positives (FPs) 33.0 19.1 22.4 5.5 3.2 3.7 
Duplicates + FPs 71.0 31.7 39.7 11.8 5.3 6.6 
Usable Violations 26.6 23.7 29.9 4.5 3.9 5.0 

 
 

Table 5. Step 2 Means 

 Group Totals Per Participant 

  
#1  
Nominal 
FtF 

#2  
CSW 
FtF 

#3  
CSW 
Virtual 

#1  
Nominal 
FtF 

#2  
CSW 
FtF 

#3 
CSW 
Virtual 

Small Groups 
Changes  35.6 2.4 5.4 11.9 0.8 1.8 

Medium Groups 
Changes 146.6 2.7 0.0 24.4 0.5 0.0 
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Table 6. Summary of Results of Hypotheses H1–H4 

Hyp. Measure Size 
Prediction 
for H(a) and 
H(b) 

Step 1 
outcome, 
H(a) 

H(a) 
support? 
(Step 1) 

Step 2 
outcome, 
H(b) 

H(b) 
support? 
(Step 2) 

H1(a) 
and (b) 

Total 
Violations 

3 
U > (S and D) U > (S and 

D) Yes U = S = D No 
6 

H2(a) 
and (b) FPs 

3 
U > (S and D) 

U = S = D No 
U = S = D No 

6 U > S Partial (U > S)

H2(a) 
and (b) Duplicates 

3 
U > (S and D) U > S Partial (U > S)

U = S = D No 

6 U > S Partial (U > S)

H3(a) 
and (b) 

Usable 
Violations 

3 
U < (S and D) U = S = D 

U = S, S < D No U = S = D No 
6 

H4 Changes 
3 

U > (S and D) n/a n/a 
U > S Partial (U > S)

6 U > (S and D) Yes 
   U = Unsupported, S = Supported, D = Distributed 
 
Table 7. Results of H5 on Interactions 

Hyp. Measure 
Prediction 
(both 
steps) 

Step 1 
outcome 

H support 
Step 1? 

Step 2 
outcome 

H support 
Step 2? 

H5(a) Total 
violations 

S3 < S6, U3 < 
U6, D3 < D6  

S3 < S6, U3 < U6, 
D3 < D6 

Yes S3< S6, U3 < 
U6, D3 < D6 

Yes 

H5(b) Usable 
violations 

S3 < S6, U3 < 
U6, D3 < D6  

D3 < D6 
 Partial D3 < D6 

 Partial 

H5(c) FPs  S3 < S6, U3 < 
U6, D3 < D6  

S3 < S6, U3 < U6, 
D3 < D6 

Yes S3 < S6, U3 < 
U6, D3 < D6 

Yes 

H5(d) Duplicates S3 < S6, U3 < 
U6, D3 < D6  

U3 < U6, D3 < D6 Partial S3 < S6, U3 < 
U6, D3 < D6 

Yes 

H5(e) Changes S3 < S6, U3 < 
U6, D3 < D6  

n/a n/a U3 < U6 Partial 

U3 = Unsupported size 3, U6 = Unsupported size 6, S3 = Supported size 3, S6 = Supported 
size 6, D3 = Distributed size 3, D6 = Distributed size 6 

6. Discussion 

6.1. Summary and Discussion of Results 
Total violations (H1): While unsupported groups of three and six had more total violations in Step 1 
than the corresponding CSW-supported and distributed groups—supporting H1(a)—no differences 
were found among the groups in Step 2; thus, H1(b) is not supported. We attribute the results in Step 
1 to the lack of implicit coordination in unsupported groups; this lack resulted in more duplicates and 
FPs, which, in turn, increased the total violations. However, in Step 2, the unsupported groups made 
more changes than the other groups did—decreasing duplicates and FPs and, thus, decreasing the 
overall totals. 
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FPs and duplicates (H2) and usable violations (H3): Unsupported groups produced more FPs 
than did FtF-supported groups in Step 1; however, no other predictions with FPs were confirmed, 
partially supporting H2(a). Unsupported groups of three and six in Step 1 produced more duplicates 
than did FtF supported groups, partially supporting H2(a). However, this was not shown in groups of 
three in Step 2, while it was shown in groups of six, partially supporting H2(b). Finally, no treatment 
had any particular advantage in producing useful violations, rejecting H3(a) and H3(b). 
 
Changes (H4): Unsupported groups of three had more changes between Step 1 and Step 2 than 
FtF-supported groups of three, partially supporting H4. For groups of six, unsupported groups had 
more changes than either of the supported groups (FtF and distributed), fully supporting H4. An 
important observation here is that the supported groups had to do very little work in Step 2, while the 
unsupported groups worked frenetically on this step. In fact, the supported groups could have skipped 
Step 2 and had virtually the same results. 
 
Interactions (H5): The prediction that an interaction effect would exist between social presence and 
the productivity measures, as positively moderated by group size, was largely supported. In terms of 
interactions, all groups of three produced fewer violations in Step 1 and fewer changes in Step 2 than 
corresponding groups of six; this fully supports H5(a). Distributed groups of three produced fewer 
usable violations than distributed groups of six in both Step 1 and Step 2, partially supporting H5(b). 
All groups of three produced fewer FPs than corresponding groups of six did, fully supporting H5(c). 
In Step 1, unsupported and distributed groups of three produced fewer duplicates than corresponding 
groups of six did, partially supporting H5(d). In Step 2, all groups of three produced fewer duplicates 
than did corresponding groups of six in either Step 1 or Step 2, fully supporting H5(d). Only 
unsupported groups produced more changes in groups of six vs. groups of three. These results show 
a strong positive interaction effect between the treatments and group size for the majority of 
measures. 
 
To summarize, researchers should not assume that there are no important practical differences 
between these conditions in terms of FPs, duplicates, and usable violations. In our experiment, 
unsupported groups were able to make up some of the differences in Step 2, but we observed that 
such groups had to work much harder. The key issue centers on whether unsupported groups can 
compete with the efficiency gained by CSW-supported groups, especially if more FPs, duplicates, etc., 
are produced in Step 1 because of larger group sizes or more problematic interfaces. Furthermore, 
we question whether using unsupported groups would be sustainable as a repeatable process. It 
seems that participants would grow weary of working frenetically in Step 2, as opposed to the CSW-
supported conditions in which participants do little work in Step 2. The findings with duplicates could 
be particularly problematic because it appears that FtF supported groups have great advantages over 
unsupported groups, regardless of size. This could become more problematic as group size increases 
and it becomes harder and harder to explicitly coordinate in Step 2, especially when work is not 
coordinated in Step 1. 

7. Contributions 
An important contribution of this research is to help specify what is required to support implicit 
coordination. Training, process instructions, software configuration, group memory, and group 
awareness all contribute to implicit coordination. This research also highlights the important 
productivity improvements that can be achieved through implicit coordination. These insights can 
benefit a number of collaborative processes, including, but not limited to, other PCR tasks. The study 
also showed that novice HE inspectors were able to use implicit coordination when given sufficient 
training, process, and tools. 
 
One of the interesting productivity findings of this research was that FtF CSW-supported novice 
groups of three and six produced fewer duplicates in both steps of HE than did unsupported groups 
(with the exception of Step 2 in small groups). This is an important finding because the number of 
duplicates was a key surrogate measure of coordination in our experiment. In accordance with 
coordination theory, increased duplicates in non-CSW-supported groups were most likely caused by 
the substantial overlap of effort by the group members because they had no opportunity for 
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coordination in Step 1. Because the unsupported, nominal groups did not see the contributions of 
other group members until Step 2, they had no opportunity to create shared cognition or implicit 
coordination until Step 2. Again, these groups focused only on the generating activity. 
 
The results regarding the number of duplicates are particularly noteworthy for CSW-supported groups 
because they indicate that shared cognition and implicit coordination existed in Step 1, allowing these 
groups to be further ahead by the time they started Step 2. Specifically, the group members intuitively 
avoided duplicates in Step 1 without being asked to do so (no groups were told to avoid duplicates in 
Step 1; the purpose of Step 1 was not to find and remove duplicates but simply to identify bugs). Yet 
both FtF nominal CSW and distributed nominal CSW groups intuitively avoided more duplicates than 
non-CSW groups did in Step 1. Because of the strict controls of the experiment, the avoidance of 
duplicates can best be attributed to the presence of a shared interface that was designed to foster 
group memory and group awareness. Hence, we believe this is evidence that implicit coordination 
changed the nature of the activities performed in Step 1 to go beyond generating to include 
organizing, reducing, and even preliminary steps toward building consensus. 
 
In congruence with coordination theory, with pre-task preparation that created a shared mental model, 
tool configuration, and collaborative tool capabilities, implicit coordination occurred during Step 1 
because no direct communication was allowed between the participants (recall that none of the 
treatments in Step 1 allowed participants to communicate directly with each other: no text messaging, 
no notes, no e-mail, no verbal discussion, and so forth). As a result of the implicit coordination 
fostered by group memory and group awareness, the CSW-supported groups started acting like 
coordinated teams in Step 1 without being told to. Again, in accord with coordination theory, these 
results support the notion of the heedful interrelating that is possible through effective coordination 
(Weick and Roberts, 1993). These groups started to build shared cognition because they were 
individuals who acted as a team (Weick and Roberts, 1993).  
 
The other key finding is that this lack of shared cognition and implicit coordination in unsupported 
groups necessitated far greater effort in Step 2 from the unsupported groups, whereas the CSW-
supported groups had little to do in Step 2. While the FtF non-CSW groups made significant changes 
throughout Step 2, their efforts to intentionally remove duplicates in Step 2 did not add as much value 
as was added by the supported groups who developed tacit agreement earlier in Step 1 in order to 
avoid duplicates.  
 
This finding may indicate that it is cognitively easier (at least for novices) to avoid duplicates in the 
first place in Step 1 (provided one has access to group memory) than to try to remove duplicates ex 
post facto. In removing duplicates after the fact, one has to compare and contrast bugs while also 
considering removing FPs and engaging in verbal interaction, all of which can slow down the process.  
The outcomes on duplicates are particularly important because HE is an evaluation technique 
designed for speed and quality of results. Because of the significantly higher number of duplicates in 
nominal groups, the trained judges had to spend much more time sorting through the legitimate bugs 
for the nominal groups (by a factor of several hours). Hence, in practice, traditional nominal HE 
causes much more follow-up work for design groups, which need to implement the results without 
duplicates. If an HE group were to hand over its results to a design team and the results were full of 
duplicates, FPs, miscategorizations, and so forth, the results would place a significant burden on the 
design team, regardless of the number of correct bugs that were found.  
 
These findings have key theoretical implications far beyond HE. Our findings may extend to all PCR 
tasks (although this will necessitate further testing). Our findings challenge the conventional wisdom 
and current practice that advocates the use of unsupported, nominal groups in Step 1 (e.g., 
Hvannberg et al., 2007; Tang et al., 2006). We provide evidence that this practice might be 
suboptimal. 
 
Furthermore, by changing Step 1 of PCR, the other steps of PCR may also need to be reexamined in 
future research. Simply having participants discuss their bugs and remove duplicates and FPs may 
not be the most effective use of time for groups that experience implicit coordination in Step 1. 
Because CSW-supported groups are more coordinated and have less to disagree about, simple 
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discussions in Step 2 may be a suboptimal use of time, as evidenced by the little work performed by 
the CSW-supported groups in Step 2 of our experiment.  
 
Thus, our findings build a foundation for showing how structured and scripted thinkLets, which are a 
fundamental part of CE (as further explained in(Briggs et al., 2003; de Vreede, Kolfschoten et al., 
2006), can be combined with implicit coordination for even more powerful results. While some may be 
tempted to believe that thinkLets apply only to explicit coordination, this is not the case. If a thinkLet 
script focuses and invites the group to verbally discuss ideas, it promotes explicit coordination. Such 
a thinkLet could then be labeled as focusing on explicit coordination. However, if a thinkLet simply 
instructs participants to perform their tasks in a particular fashion at the beginning of the process (i.e., 
a form of training or pre-task instruction), then that thinkLet could be said to focus on implicit 
coordination. In fact, some groups that use a thinkLet-based process over time will need less and less 
verbal interaction and, hence, have fewer coordination costs as they switch from explicit coordination 
to implicit coordination. Recognizing these differences and fitting thinkLets to the experience of the 
participants can help thinkLet designers create thinkLets for specific processes and outcomes with 
the right mix of implicit and explicit coordination. 
 
For example, in the case of HE, it may be that groups are currently required to engage in too many 
patterns of collaboration in Step 2 than can be reasonably accomplished without explicit coordination 
and/or breaking the step into additional steps. Thus, we believe that it could be ideal to follow the 
implicit coordination from Step 1 with the following scripted substeps that involve key CE patterns of 
collaboration with thinkLets that are publicly available: (1) Clarify I: The group systematically reads 
through each bug without discussing removal, but the opportunity is given for group members to 
explain why they considered a problem to be a bug (a good thinkLet to accomplish this would likely 
be FastFocus); (2) Clarify II: The group clarifies the wording of the bugs and makes sure all 
duplicates and redundancies are removed (a good thinkLet to accomplish this would likely be 
BucketBriefing); (3) Build consensus: Once all the bugs have been reviewed and clarified, the group 
members discuss the bugs about which they disagree and reevaluate them (a possible thinkLet for 
this would be Red-Light-Green-Light); (4) Organize and reduce: Once consensus is built as far as 
what is or is not a bug, the bugs are recategorized and reduced (a good thinkLet for this process 
would likely be Concentration). The specific thinkLets for each of these patterns of collaboration 
would need further investigation, and new thinkLets may need to be developed. Furthermore, 
because these explicit patterns of collaboration would further increase understanding and group 
memory, it may add value in the case of complex software to repeat Step 1 and Step 2 to try and find 
more complicated violations. 
 
Another subtle but important contribution of this research is that we show a way to better utilize 
novice evaluators in PCR-based tasks. This has potential for changing practice because novice 
evaluators can reduce software-engineering costs. Even more importantly, being able to better use 
novice evaluators allows software engineers to more effectively involve target users of and 
stakeholders in the development process of the software they are building. Substantial research has 
shown that increased user involvement throughout the stages of software engineering not only 
decreases bugs but also increases the likelihood of software adoption and buy-in, and provides many 
other political and organizational benefits. 

8. Limitations and Future Research 
One limitation of our research context is that, for novices, duplicates may be cognitively easier to 
avoid than FPs because duplicates can be grasped by comparison regardless of one’s level of 
expertise in HE and ability to process analogies. In contrast, submitting original bugs in HE is most 
similar to an analogies task (e.g., Hender et al., 2002). Determining an object to be a usability 
violation requires one to remember specific heuristics (similar to analogies), mentally compare each 
screen element against the list of heuristics, and then make a cognitive judgment as to the degree to 
which each screen element adheres to each heuristic. The latter is more complex and requires more 
experience and judgment, especially because multiple screens tend to be used in HE. Thus, novices 
seeing something reported as a usable bug might naturally avoid submitting duplicates of the same 
bug. However, it is much more difficult to read a textual description of an error and to apply the 
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description in submitting additional bugs: The error report is dissociated from the graphical depiction 
of the screen element that contains the violation (which can be on one of many screens), and such 
associations likely require higher levels of cognitive processing.  
 
Further, assuming that one is able to learn and develop patterns from a given list of reported bugs, 
novices are more likely than experts to report incorrect bugs and, thus, are more likely to set incorrect 
patterns for each other. Thus, any gain from pattern matching is likely to be offset by instances of 
matching to the wrong pattern. Hence, we expect that there will be very different patterns between 
groups of novices and experts, and these differences may require different processes and technology 
support for developed sustainable HE teams. This is another reason why it would be useful to 
examine whether repeated iterations of Step 1 and Step 2 would be helpful in building group memory 
and work patterns in order to find more complicated violations. 
 
Furthermore, a key limitation inherent in all laboratory experiments is their lack of generalizability and 
external validity. However, these inherent drawbacks of experiments are counterbalanced by the 
benefits of control and establishing theory-based causality. Additionally, we believe the controlled 
environment was appropriate at this stage of investigation to better understand and predict the effects 
of CSW across varying sets of conditions with novice participants. Our experiment offered increased 
process realism, because we executed the two key steps of HE with novice evaluators.  
 
This stream of research could also likely benefit from longitudinal studies, because the nature of PCR 
and software engineering in general is longitudinal. Though such research would suffer from less 
control, longitudinal research could have direct applicability to highly complex systems that require 
many weeks of usability assessment. This could provide more practical insights and rich group 
measures to help understand the changing group dynamics and communication that likely occur in 
PCR-based tasks over time. 
 
It is also important to note that our total work measure focused simply on the number of additions and 
changes in the recorded evaluations. This measure should not be taken as an exact surrogate of the 
overall workload. To examine workload, we would also need to account for the mental activity going 
on within each individual, which is best measured through a mental workload measure, such as the 
NASA task-load index (NASA-TLX). This would be a fascinating addition to future research, because 
it would likely show a higher mental workload in Step 1 for CSW-supported participants because of 
the extra mental effort of the implicit coordination in these groups. Meanwhile, the mental workload in 
Step 2 should be higher in non-supported groups. Finally, if implicit coordination is superior to explicit 
coordination in this specific context, then the mental workload of CSW-supported groups in Step 1 
would be lower than unsupported groups in Step 2. 
 
Another potential limitation is the use of student participants. Use of student participants is 
appropriate when they fit the task and objectives of a study: participants in studies should have 
characteristics representing the population of interest and be presented with tasks for which they 
have the requisite skills and knowledge (Gordon et al., 1986). In this study, student participants 
clearly represent a subset of the broader population of typical novice end-user evaluators. They also 
have the skills and knowledge to perform the tasks assigned. Thus, we believe they served well as 
participants for this study. Of course, this does not remove the need to extend empirical studies to 
other types of participants, especially expert evaluators. 
 
Another limitation is that the results may have been partially affected by differing levels of expertise 
with the particular tools used. The control groups used Word, with which all participants indicated 
significant exposure and experience. However, as the training on and exposure to Collaboratus and 
NetMeeting lasted only approximately 30 minutes, control participants clearly had more experience 
with their tool than did the CSW and distributed participants. Despite this difference, the results 
obtained through the introduction of the collaborative tools suggest that a positive effect can be 
realized with a limited level of experience with the tool. Therefore, it is conceivable that greater 
experience and familiarity with Collaboratus and NetMeeting could result in even stronger shared 
cognition, implicit coordination, and better performance than witnessed in this study. 
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Further research also needs to explore why there were no differences in usable violations between 
the CSW and nominal groups. These results may be an artifact of our websites, where perhaps there 
were too few obvious bugs to find in the limited amount of work time allotted. It is important that future 
research adjust the amount of time allowed in conjunction with the depth and quality of bugs that are 
built into the HE websites. 
 
Finally, future research should explore variations in tool choices to further improve our understanding 
of their effects on HE processes and outcomes. It may prove insightful to use novice groups that have 
various levels of exposure to the chosen CSW and compare their results to those of control groups. 
This could inform both the academic and applied communities regarding the effect of tool experience 
and self-efficacy on the various process steps and outcomes. It would also be useful to explore other 
forms of CSW to determine whether the presentation of certain key features changes the expected 
results. Likewise, for synchronous-distributed groups, other forms of communication, such as instant 
messaging, teleconferencing, and video conferencing, could be explored to determine which 
technologies provide the necessary richness in communication for effective HE practices. 

9. Conclusion 
Software development is increasingly complex and costly and involves distributed global teams. The 
increasingly high expense of traditional usability evaluation methods has often caused such methods 
to be left out of the software development process—to the detriment of software quality, end users, 
and ultimately the developing firm. Researchers have developed “discount” usability evaluation 
methods—typically as PCR-based tasks—to decrease time and cost through simplifying the process 
and involving less costly non-experts. However, these methods have yet to benefit from the principles 
of CE. 
 
Using the PCR-based task of HE, we demonstrated that CSW can provide implicit coordination that 
changes the very nature of Step 1 of the HE task such that groups not only generate bugs, but even 
start the process of categorizing bugs, reducing bugs (through avoiding duplicates), and building 
consensus. This change leads to potential improvements in the HE task overall. It also demonstrates 
the potential of CE to help groups improve and become self sustaining through implicit means, not 
just explicit means such as process scripts. 
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Appendix 1. LS MEANS Statistics for Productivity Measures 
Table A1.1. LS Means 

Treat total1  
size 3 

total1  
size 6 

total2  
size 3 

total2 
size 6 

usabl1 
size 3 

usabl1 
size 6 

usable2 
size 3 

usabl2  
size 6 

 fp1 
size 3 

High 39.26 
(#1) 

55.43 
(#4) 

38.78 
(#1) 

54.86 
(#4) 

21.78 
(#1) 

23.71 
(#4) 

21.78 
(#1) 

23.93 
(#4) 

10.19 
(#1) 

Medium 47.66 
(#2) 

97.58 
(#5) 

40.41 
(#2) 

63.08 
(#5) 

22.91 
(#2) 

26.58 
(#5) 

22.63 
(#2) 

23.00 
(#5) 

10.25 
(#2) 

Low 32.65 
(#3) 

69.40 
(#6) 

31.18 
(#3) 

69.40 
(#6) 

19.24 
(#3) 

29.70 
(#6) 

18.53 
(#3) 

29.70 
(#6) 

9.12 
(#3) 

 

Table A1.1. LS Means (Continued) 

Treat fp1  
size 6 

fp2 
size 3 

fp2  
size 6 

dup1 
size 3 

dup1 
size 6 

dup2 
size 3 

dup2 
size 6 

add  
size 3 

add  
size 6 

High 19.07 
(#4) 

10.07 
(#1) 

19.00 
(#4) 

7.30 
(#1) 

12.64 
(#1) 

6.93 
(#1) 

11.93 
(#4) 

0.48 
(#1) 

1.00 
(#4) 

Medium 33.00 
(#5) 

8.97 
(#2) 

21.83 
(#5) 

14.50 
(#2) 

38.00 
(#2) 

8.81 
(#2) 

18.25 
(#5) 

6.69 
(#2) 

27.33 
(#5) 

Low 22.40 
(#6) 

8.65 
(#3) 

22.40 
(#6) 

4.29 
(#3) 

17.30 
(#3) 

4.00 
(#3) 

17.30 
(#6) 

0.05 
(#3) 

0.00 
(#6 

# = LS means number used in preplanned LS Means comparisons (next table) 
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Table A1.2. LS Means Preplanned Comparisons 

Measure i/j 1 2 3 4 5 

total1 2 0.028*      

total1 3 0.142 (ns)  0.001***     

total1 4 0.001***  0.096 (ns)  < .0001***    

total1 5 < .0001***  < .0001***  < .0001***  < .0001***   

total1 6 < .0001***  < .0001***  < .0001***  0.021*  < .0001*** 

total2 2 0.701 (ns)      

total2 3 0.132 (ns)  0.059 (ns)     

total2 4 0.003**  0.006**  <.0001***    

total2 5 < .0001***  < .0001***  < .0001***  0.199 (ns)   

total2 6 < .0001***  < .0001***  < .0001***  0.032 (ns)  0.364 (ns) 

usable1 2 0.550 (ns)     

usable1 3 0.256 (ns) 0.092 (ns)    

usable1 4 0.416 (ns) 0.727 (ns) 0.087 (ns)   

usable1 5 0.057 (ns) 0.134 (ns) 0.008** 0.313 (ns)  

usable1 6 0.004** 0.012* 0.000*** 0.047* 0.314 (ns) 

usable2 2 0.668 (ns)     

usable2 3 0.167 (ns) 0.073 (ns)    

usable2 4 0.388 (ns) 0.591 (ns) 0.050*   

usable2 5 0.641 (ns) 0.883 (ns) 0.119 (ns) 0.755 (ns)  

usable2 6 0.005** 0.011* 0.000*** 0.067 (ns) 0.040* 

fp1 2 0.970 (ns)     

fp1 3 0.601 (ns) 0.567 (ns)    

fp1 4 < 0.0001*** < 0.0001*** < 0.0001***   

fp1 5 < 0.0001*** < 0.0001*** < 0.0001*** < 0.0001***  

fp1 6 < 0.0001*** < 0.0001*** < 0.0001*** 0.224 (ns) 0.000*** 

fp2 2 0.532 (ns)     

fp2 3 0.497 (ns) 0.874 (ns)    

fp2 4 0.0001*** < 0.0001*** < 0.0001***   

fp2 5 < 0.0001*** < 0.0001*** < 0.0001*** 0.289 (ns)  

fp2 6 < 0.0001*** < 0.0001*** < 0.0001*** 0.227 (ns) 0.845 (ns) 

duplicates1 2 0.002**     

duplicates1 3 0.257 (ns) 0.0001***    

duplicates1 4 0.059 (ns) 0.498 (ns) 0.008**   
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duplicates1 5 < 0.0001*** < 0.0001*** < 0.0001*** < 0.0001***  

duplicates1 6 0.002** 0.366 (ns) 0.0002*** 0.189 (ns) < 0.0001*** 

duplicates2 2 0.312 (ns)     

duplicates2 3 0.187 (ns) 0.026*    

duplicates2 4 0.035* 0.174 (ns) 0.002**   

duplicates2 5 < 0.0001*** 0.0002*** 0.0001*** 0.026*  

duplicates2 6 0.0001*** 0.001*** 0.0001*** 0.071 (ns) 0.756 

changes 2 0.047*      

changes 3 0.893 (ns)  0.061 (ns)     

changes 4 0.918 (ns)  0.128 (ns)  0.834 (ns)    

changes 5 < .0001***  < .0001***  < .0001***  < .0001***   

changes 6 0.876 (ns)  0.110 (ns)  0.968 (ns)  0.824 (ns)  <.0001***  
*p < 0.05, ** p < 0.01, ***p < 0.001 
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