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Abstract 
Conversational agents continue to permeate our lives in different forms, such as virtual assistants on 
mobile devices or chatbots on websites and social media. The interaction with users through natural 
language offers various aspects for researchers to study as well as application domains for  
practitioners to explore. In particular their design represents an interesting phenomenon to investi-
gate as humans show social responses to these agents and successful design remains a challenge in 
practice. Compared to digital human-to-human communication, text-based conversational agents can 
provide complementary, preset answer options with which users can conveniently and quickly respond 
in the interaction. However, their use might also decrease the perceived humanness and social  
presence of the agent as the user does not respond naturally by thinking of and formulating a reply. In 
this study, we conducted an experiment with N=80 participants in a customer service context to  
explore the impact of such elements on agent anthropomorphism and user satisfaction. The results 
show that their use reduces perceived humanness and social presence yet does not significantly  
increase service satisfaction. On the contrary, our findings indicate that preset answer options might 
even be detrimental to service satisfaction as they diminish the natural feel of human-CA interaction.  
Keywords: Conversational agent, chatbot, dialogue design, online experiment. 

1 Introduction 
Conversational agents (CAs), i.e. software that interacts and exchanges information with its users 
through natural language, currently attract strong interest in both research and practice (Oracle, 2016; 
McTear, 2017). While the idea of natural language interaction with computers dates back several dec-
ades (Shawar and Atwell, 2007) and has been studied under various terms, such as product recom-
mendation agents (Wang and Benbasat, 2005; Qiu and Benbasat, 2010), virtual agents (Baylor, 2009; 
Bickmore, Pfeifer and Jack, 2009), or dialogue systems (Mc Kevitt, Partridge and Wilks, 1999; 
Zadrozny et al., 2000), present CAs exhibit improved capabilities, in particular driven by advances in 
natural language processing and machine learning (Berg, 2014; Knijnenburg and Willemsen, 2016). 
With these improved capabilities researchers now explore the design of and interaction with CAs in a 
variety of domains (Diederich, Brendel and Kolbe, 2019a) ranging from customer service (Gnewuch, 
Morana and Maedche, 2017; Hu et al., 2018; Stock and Merkle, 2018) to rather specific application 
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areas, such as idea platforms (Tavanapour and Bittner, 2018) or data analytics (Matsushita, Maeda and 
Kato, 2004; Fast et al., 2017). Due to the natural interaction with CAs and variety of social cues pro-
vided by these agents, humans show social responses (Gong, 2008; Appel, Von Der Pütten, Krämer 
and Gratch, 2012) that need to be considered in the design process (Gnewuch et al., 2017; Seeger, 
Pfeiffer and Heinzl, 2017). As increasing the perceived humanness of CAs by adjusting its representa-
tion and communicative behavior is associated with other positive effects (Gong, 2008; Araujo, 2018), 
such as on perceived usefulness, different design elements have been studied to make CAs seem as 
human-like as possible. These aspects include for example the representation of a CA (Araujo, 2018; 
Seeger, Pfeiffer and Heinzl, 2018), the delay of responses to display pauses for thinking and typing 
(Gnewuch, Morana, Adam and Maedche, 2018), personalized communication with users (Holtgraves, 
Ross, Weywadt and Han, 2007), or designing a CA similar to its user (Al-Natour, Benbasat and 
Cenfetelli, 2006). 
For CAs that interact with users via written text, often described as chatbots, different elements are 
available to design its representation, for example with a name or avatar (Hanus and Fox, 2015; 
Wünderlich and Paluch, 2017) and communicative behavior, for example the use of emoticons or self-
references (Seeger et al., 2018). Thus, these elements influence the degree of perceived humanness 
and social presence. In particular, text-based CAs can suggest responses to its users in the form of pre-
set answer options. These design elements allow the user to quickly and conveniently respond to a 
chatbot’s statement without the need for manually formulating and typing a reply. While the use of 
such elements reduces the required effort for a user to reply in a conversation, it could also diminish 
the natural feeling in the interaction and the sense of human contact as those elements rather resemble 
traditional graphical user interfaces (Brandtzæg and Følstad, 2018), such as simple buttons that can be 
clicked or touched. In this study, we investigate the specific effect of these design elements to better 
understand how they impact user perceptions of and user satisfaction with text-based conversational 
agents with the following research question: How do preset answer options of text-based CAs influ-
ence perceived humanness, social presence, and service satisfaction? 
We address this research question by means of an online experiment with a text-based CA in a cus-
tomer service context, thus contributing to the growing knowledge base on (anthropomorphic) CA 
design. The remainder of this article is structured as follows: We continue by providing the research 
background for our work, in particular with regard to the design of CAs and underlying theories, and 
develop our hypotheses on the impact of preset answer options in human interaction with CAs. We 
then present our research design, an online experiment with a focus on perceived humanness, social 
presence, and service encounter satisfaction, as well as our results. Finally, we discuss the implications 
for the design of CAs, indicate limitations of our work, and outline opportunities for future research. 

2 Theoretical Background and Related Work 
The fundamental idea of CAs is to use natural language to converse on a common topic and exchange 
information like in a human-to-human interaction instead of traditional graphical interfaces (Berg, 
2014; McTear, Callejas and Griol, 2016). CAs can exist in a variety of forms with regard to the com-
munication mode (C. Lee, Jung, Kim and Lee, 2009), their embodiment (K. M. Lee, Jung, Kim and 
Kim, 2006), and application context (Nunamaker et al., 2011). The communication can take place both 
via spoken language, often referred to as virtual personal assistants, or through written text, often 
called chatbots or dialogue systems (Gnewuch et al., 2017; Morana et al., 2017). Conversational 
agents can be physically embodied (e.g. Featherman, Thatcher, Wright and Zimmer (2011) and 
Nunamaker et al. (2011)), have an interactive digital embodiment (e.g. Groom et al. (2009), Von Der 
Pütten, Krämer, Gratch and Kang (2010), and Seymour, Riemer and Kay (2017)) or a static digital 
embodiment (e.g. Hu et al. (2018) or A.-M. Seeger et al. (2018)). CAs can be used for general-purpose 
or in specific domains (Nunamaker et al., 2011), both in private and professional life. These domains 
include for example customer service (Gnewuch et al., 2017; Araujo, 2018; Hu et al., 2018; Stock and 
Merkle, 2018), marketing and sales (Wang and Benbasat, 2005; Qiu and Benbasat, 2009; 
Chattaraman, Kwon and Gilbert, 2012; Hanus and Fox, 2015; Vaccaro, Agarwalla, Shivakumar and 
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Kumar, 2018), human resources (Liao et al., 2018), data analytics (Matsushita et al., 2004; Fast et al., 
2017), and collaborative team settings (Elson, Derrick and Ligon, 2018; Strohmann et al., 2018). In 
this study, we focus on text-based CAs with a static virtual embodiment in customer service as an ex-
emplary domain. 
The idea of human-computer interaction through natural language emerged already several decades 
ago when Joseph Weizenbaum presented the first CA, called ELIZA (Weizenbaum, 1966). Since then, 
a variety of CAs emerged and often disappeared (Ben Mimoun, Poncin and Garnier, 2012) due to the 
reliance on simple pattern matching approaches and the provision of a limited set of responses 
(Knijnenburg and Willemsen, 2016). However, with significant developments in the fields of natural 
language processing and machine learning, present CAs exhibit strongly increased capabilities (Berg, 
2014). The example of Google Assistant, who made an appointment with a hairdresser in a spoken 
conversation at the last I/O developer conference (Welch, 2018) underlines this potential of today’s 
CAs. With these capabilities, CAs gained momentum in research and practice alike (Oracle, 2016; 
Saffarizadeh, Boodraj and Alashoor, 2017; Wünderlich and Paluch, 2017). Companies from different 
industries, such as Amtrak (NextIT, 2018), Starbucks (Perez, 2016), H&M (Morana et al., 2017) or 
KLM (Vogel-Meijer, 2018), introduce CAs to innovate and automate tasks in customer service or 
sales and begin to realize its potential. For example, the American railroad company Amtrak intro-
duced “Julie” to provide customers with an easy-to-use possibility to find and book tickets online, 
which answers more than 5 million questions annually and generated more than 1 million USD in sav-
ings for customer service within a single year (NextIT, 2018). 

2.1 Design of Conversational Agents 
Despite the capabilities of modern CAs, successful design represents a major challenge, in particular 
due to high user expectations that often cannot be fulfilled by the system (Luger and Sellen, 2016). As 
CAs provide different types of social cues (Von Der Pütten et al., 2010; Seeger et al., 2018), such as in 
the agent’s human-like representation or in the language itself, users apply social rules and form ex-
pectations to them as posited in social response theory (Nass and Moon, 2000). These social responses 
to CAs offer potential and are associated with risks at the same time: On the one hand, we can transfer 
existing theories and concepts from human-to-human communication to understand and design digital 
communication with CAs. For example, Danielescu and Christian (2018) and Gnewuch et al. (2017) 
draw on Grice’s Maxims as universal mechanisms for cooperative conversations (Grice, 1975), 
Saffarizadeh et al. (2017) use social penetration theory (Altman, Taylor and Derlega, 1997) to study 
self-disclosure in human-CA communication, and Burgoon et al. (2016) apply expectancy violations 
theory (Burgoon and Jones, 1976) in the context of CAs. On the other hand, social responses to CAs 
form high user expectations towards these systems, which are often not in line with their capabilities 
(Luger and Sellen, 2016; Brandtzæg and Følstad, 2018). A case study by Ben Mimoun et al. (2012) on 
the disappearance of agents on 80 French commercial websites indicated that many CAs fail due to 
appearance inadequacy as well as lack of interactivity and intelligence. Ben Mimoun et al. (2012, p. 
607) describe that “[…] when implementing the agent, the company might fail to define and present 
its limits to consumers. Users thus cannot understand limits of the agent’s capacities and become frus-
trated with its inability to answer their questions”.  
Researchers have investigated a variety of social cues to account for the social responses and resulting 
user expectations. Such cues can be categorized along three dimensions of anthropomorphic CA de-
sign: human identity, non-verbal cues, and verbal cues (Seeger et al., 2018). These cues range from the 
representation of the CA (Cowell and Stanney, 2005; Hanus and Fox, 2015; Shamekhi et al., 2018) in 
the category of human identity over non-verbal cues like smiling (Krämer, Kopp, Becker-Asano and 
Sommer, 2013; Biancardi, Cafaro and Pelachaud, 2017; Harjunen et al., 2018) or showing empathetic 
demeanor (De Rosis et al., 2003; Beale and Creed, 2009; Leite et al., 2013; Shi et al., 2018) to verbal 
cues, such as self-references (Seeger et al., 2018). For their design, scholars use the technical possibili-
ties of CAs to deliberately mimic human behavior, such as dynamically delayed response times for 
thinking and typing a response (Gnewuch et al., 2018) or automatic sentiment detection of user state-
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ments to provide adequate and empathetic answers (Bertacchini, Bilotta and Pantano, 2017; Hu et al., 
2018). However, using the available technical possibilities to successfully design a CA that is able to 
fulfill user expectations in terms of adequate representation and communication behavior in a specific 
domain remains a challenging endeavor (Brandtzæg and Følstad, 2018). 

2.2 Social Response Theory and Social Presence in the Context of CAs 
The social cues provided by CAs, both verbal and non-verbal as well as with regard to the agent repre-
sentation, elicit social responses in humans and can convey a sense of human contact in the interac-
tion. These phenomena are explained by social response theory and the concept of social presence. 
Social response theory (Reeves and Nass, 1996; Nass and Moon, 2000) and the paradigm of Comput-
ers As Social Actors (Nass, Steuer and Tauber, 1994) is the main theoretical foundation underlying 
CA research, particularly the work by scholars from Information Systems and Human-Computer In-
teraction disciplines (Gnewuch et al., 2018). Through a review of three sets of experimental studies, 
Nass and Moon (2000) posit that individuals mindlessly apply social rules and expectations to com-
puters once they receive cues associated with human traits or behavior. The researchers showed that 
humans overuse human social categories, such as gender stereotypes, show and expect social behav-
iors, such as reciprocity, and exhibit social responses with respect to the “personality” of a computer 
program. Furthermore, Nass and Moon (2000, p. 97) hypothesize that “the more computers present 
characteristics that are associated with humans, the more likely they are to elicit social behavior”.  
Social presence represents another theoretical concept that is often used in CA research. Social pres-
ence represents “the sense of human contact embodied in a medium” (Gefen and Straub, 1997, p. 390), 
which is often related to the richness of the communication. For example, a video conference makes 
the conversation partner more salient than a chat message (Schuetzler, Grimes, Giboney and 
Buckman, 2014). Studies on social presence have shown that even small adjustments, such as adding 
personalized greetings (Gefen and Straub, 2003) or human images (Cyr, Head, Larios and Pan, 2009) 
to websites, positively influence perceived social presence for an artefact. In turn, social presence has 
been shown to improve trust (Gefen and Straub, 2004), self-efficacy beliefs (Baylor, 2009), and en-
joyment as well as perceived usefulness (Hassanein and Head, 2007).  
As CAs can provide rich characteristics that are associated with humans and can use a variety of social 
cues, in particular through natural language itself, they trigger considerable social responses by users 
(Gong, 2008) and have the potential to convey a substantial feeling of human contact in human-
computer interaction (Nunamaker et al., 2011; Appel et al., 2012; Chattaraman et al., 2012). 

3 Hypotheses 
The main distinctive characteristic of CAs is the use of natural language in the interaction with users 
(Berg, 2014; McTear et al., 2016), which allows to intuitively interact with such programs (Shawar 
and Atwell, 2007). CAs that provide relevant information in natural language and a responsive man-
ner, e.g. with follow-up questions or reciprocity, are shown to contribute to different positive aspects, 
such as user engagement (Schuetzler, Grimes and Giboney, 2018) or satisfaction (Chattaraman et al., 
2012). When interacting with users through natural language, text-based CAs, or chatbots, can use 
elements known from digital human-to-human communication, such as emoticons (Park and Sundar, 
2015) to indicate emotions or images (Yu, Lin and Liao, 2017) to increase the richness of the conver-
sation and elicit associated positive effects (Dennis, Fuller and Valacich, 2014). However, designers of 
CAs have an additional element at their disposal: To provide a set of predefined answer options in a 
conversation (Brandtzæg and Følstad, 2018). These allow users to swiftly and easily respond in a con-
versation. Both approaches can be found in present CAs. For example, the CA by Starbucks (Figure 1) 
suggests different replies for placing orders, adding items, or customizing drinks (Bishop, 2016). In 
contrast to the design of Starbucks, the agent by Staples (Topbots, 2016) exclusively relies on manual 
formulation and typing of replies like in a human-to-human text-based communication. 
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Figure 1.  Exemplary CAs with (left, source: Bishop (2016)) and without (right, source: Topbots, 

(2016)) preset answer options 

While such elements can have positive effects, for example that users do not need to manually type 
their response and thus can reach their goals in the conversation faster, or make it easier to guide con-
versations towards a specific goal for the designer, they can also negatively impact the interaction by 
reducing the natural feeling and sense of human contact in the conversation (Brandtzæg and Følstad, 
2018). While being aware of the potentially divergent impact of such elements is certainly beneficial 
for designers of CAs, it has not been investigated in the past to the best of our knowledge. To address 
this gap, we formulate three hypotheses.  
First, based on social response theory (Reeves and Nass, 1996; Nass and Moon, 2000), we hypothesize 
that the use of preset answer options in a conversation is detrimental to the perceived humanness of a 
chatbot as it represents a cue known from traditional, graphical user interfaces. It diminishes the natu-
ral feeling in a conversation, well-known from human-to-human communication, concerning the 
thinking of and formulating (e.g. typing) a response to the previous statement in the dialogue. Thus, 
we formulate our first hypothesis as follows: 
H1: A chatbot that provides preset answer options yields a lower level of perceived humanness than a 
chatbot that exclusively relies on manually typed natural language responses by the user. 

Similarly, the perceived social presence, defined as the sense of human contact in a mediated interac-
tion (Short, Williams and Christie, 1976), depends on the availability of cues known from human-to-
human communication, such as seeing the conversation partner in an image (Kahai and Cooper, 2003) 
the use of emotionally charged descriptions (Hassanein and Head, 2007). As preset buttons for answer 
options are similar to the elements used in traditional graphical user interfaces, we presume that their 
use in human-CA interaction reduces the sense of human contact in a conversation as users associate 
such elements with graphical instead of conversational interfaces: 
H2: A chatbot that provides preset answer options yields a lower level of perceived social presence 
than a chatbot that exclusively relies on manually typed natural language responses by the user. 
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Furthermore, preset answer options have the potential to increase user satisfaction with the CA and 
service provision by providing a faster and more convenient way to achieve a goal in a conversation. 
As most users are acquainted with the use of such suggestions from text messaging on mobile phones, 
we can expect users to intuitively use them in a conversation with a CA. Such elements can reduce the 
time needed for formulating and typing a reply, thus decreasing the overall time needed for solving a 
customer request. As customers require as few waiting time as possible for the fulfillment of a service 
request (Taylor, 1994), in particular in a technology-mediated service setting (Elmorshidy, 2013; 
Larivière et al., 2017), the use of preset answer options represents a promising approach to immediate-
ly attend to customer needs and thus increase a user’s satisfaction with the service. Hence, we formu-
late our third hypothesis as follows: 
H3: A chatbot that provides preset answer options leads to a higher user satisfaction than a chatbot 
that exclusively relies on manually typed natural language responses by the user. 

4 Research Design and Methods 
In order to test our hypotheses, we conducted an online experiment with a between-subjects design to 
avoid carryover effects (Boudreau, Gefen and Straub, 2001). For the experiment, we chose a customer 
service context as it is one of the main application domains of conversational agents in enterprises 
(Verhagen, van Nes, Feldberg and van Dolen, 2014; Xu et al., 2017; Stock and Merkle, 2018) and is 
intuitively understandable for the participants. The experiment took place in November 2018 over a 
span of several days. 

4.1 Data Collection Procedure and Sample 
The participants received a briefing document, in which we explained the context (chatbots in a com-
pany context at the example of customer service) and structure of the experiment (interaction with the 
bot with subsequent survey) as well as described the participants’ tasks. Every participant received the 
same document to make sure that the participants have exactly the same information for the experi-
ment (Dennis and Valacich, 2001). The document further contained a link to the chatbot, which ran-
domly assigned the participant to the control or treatment configuration. Each participant was sup-
posed to complete three tasks: 

1. Find out the order status for order number 480219 

2. Change the delivery address for the order to Any Street 45, Any City, Any State 12345 

3. Request e-mail confirmation of the changes to johndoe@mail.com 

After completing the third task, the chatbot provided a link to the online survey. Overall, the participa-
tion in the experiment took around 10 minutes per participant. Our study has a sample size of N = 80 
participants ranging from 18 to 47 years old (mean: 33 years) and a share of 50.6% female and 49.4% 
male persons. Similar to the CA experiment by Seeger, Pfeiffer and Heinzl (2018), we recruited native 
speakers through the panel company clickworker (Clickworker, 2018) and participants received a 
small compensation for their effort.  

4.2 Control and Treatment Configurations 
To conduct the experiment, we implemented two instances of the same chatbot using Dialogflow by 
Google. Both instances were prepared with the same training phrases and modeled dialogue corre-
sponding to the experimental tasks. The chatbot could understand and process different wording of the 
same statements and was able to extract, validate and repeat different parameters, such as the order 
number or e-mail address to indicate that it understood a user’s request. We further created a straight-
forward web interface (Figure 2) to provide direct access to the chatbot and minimize distraction dur-
ing the experiment as alternative platforms for deployment, such as Facebook, could provide deflec-
tive information during the interaction.  
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In the implementation, we considered three types of anthropomorphic design dimensions (human iden-
tity, verbal cues, and non-verbal cues (Seeger et al., 2018)) to establish a common baseline for both 
instances with regard to perceived anthropomorphism and associated positive effects (e.g. on social 
presence (Araujo, 2018) and social judgment (Gong, 2008). With regard to the human identity, the 
chatbot received a name, Linda, and a static comic avatar which represented a female customer service 
agent. Regarding verbal cues, the chatbot used self-references, e.g. “I will do my best to assist you” 
and emotional expressions, e.g. “Great, I changed the delivery address”. We further equipped the 
chatbot with non-verbal cues, i.e. the use of emojis (e.g. for greeting a user) and dynamic response 
delays (Gnewuch et al., 2018) with a visual indicator that the chatbot is typing. In addition, we let the 
chatbot self-disclose itself as a software program (“Even though I am not human, I will do my best to 
assist you”) and use the extracted parameters (e.g. order number) in its response to contribute to the 
perceived responsiveness (Al-Natour, Benbasat and Cenfetelli, 2009; Saffarizadeh et al., 2017). 

 
Figure 2. Web interface with control (left) and treatment (right) configurations  

(translated to English) 

Overall, both chatbot instances were identical except for the provision of preset answer options in the 
treatment configuration. The treatment chatbot showed pre-defined buttons that provided the users 
with different options for their response (see Figure 2, interface on the right). For example, the chatbot 
provided the options “Product information”, “Order status”, and “Complaint” after greeting the user. 
These buttons could be clicked by the user to directly send a reply to the chatbot and thus avoid the 
need of typing a (potentially) whole sentence as a response. In contrast, participants in the control 
group had to manually type their request. For all of the three tasks (retrieve order status, change deliv-
ery address, and request e-mail confirmation) the treatment configuration provided a set of buttons of 
which one corresponded to the user’s respective task.  

4.3 Measures 
Following the interaction with the chatbot, the participants completed a survey in which we measured 
how human-like and socially present the users perceived their conversation partner as well as how sat-
isfied they were with the service encounter. For our survey design, we adapted measurement instru-
ments established in previous studies and applied in the context of CAs (Gnewuch et al., 2018), name-
ly perceived humanness (Holtgraves et al., 2007), social presence (Gefen and Straub, 1997), and ser-
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vice encounter satisfaction (Verhagen et al., 2014). We measured perceived humanness on a 9-point 
semantic differential scale and social presence as well as service encounter satisfaction on a 7-point 
Likert scale. We further added two control questions by inverting two items, skill for perceived hu-
manness and personalness for social presence. Table 1 summarizes the three constructs including their 
composite reliability (CR) and average variance (AVE) extracted, as well as the items and measured 
factor loadings.  
 
Constructs and items Factor loading 

Perceived humanness (CR = .917, AVE = .688) 

extremely inhuman-like – extremely human-like .811 

extremely unskilled – extremely skilled .873 

extremely unthoughtful – extremely thoughtful .810 

extremely impolite – extremely polite dropped (.563) 

extremely unresponsive – extremely responsive .777 

extremely unengaging – extremely engaging .872 

Social presence (CR = .908, AVE = .767) 

I felt a sense of human contact with the chatbot .903 

I felt a sense of personalness with the chatbot .892 

I felt a sense of human warmth with the chatbot dropped (.596) 

I felt sense of human sensitivity with the chatbot .831 

Service satisfaction (CR = .913, AVE = .777) 

How satisfied are you with the chatbot’s advice? .911 

…the way the chatbot treated you? .851 

…the overall interaction with the chatbot? .881 

CR = Composite Reliability, AVE = Average Variance Extracted 

Table 1.  Items and measures and factor loadings 

Two items, politeness to measure perceived humanness and perceived human warmth for social pres-
ence, were dropped due to factor loadings below .60 (Gefen and Straub, 2005). All constructs exhibit-
ed sufficient CR (> .80) and AVE (> .50) with respect to the levels proposed by Urbach and Ahlemann 
(2010). In the final part of the survey, we collected complementary data with regard to demographic 
information (age and gender) and open-ended feedback on the interaction with the chatbot. 

5 Results 
We analyzed the data from the follow-up survey by means of descriptive statistics and used a t-test to 
test our three hypotheses concerning the impact of preset answer options on perceived humanness 
(H1), social presence (H2), and service satisfaction (H3). The dataset contained three invalid responses 
for the control group that were identified using the control questions presented in the previous section, 
where participants consistently gave the same answers also for inverted questions. Thus, the sample 
size was reduced from 80 to 77 participants. We analyzed conversation logs as a manipulation check 
to understand whether participants in the treatment group used the provided preset answer options and 
found that in 78% of all possible cases participants actually clicked on the quick reply buttons instead 
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of manually typing a reply. In addition, we checked for moderating effects of age, agender, and prior 
chatbot experience yet did not find significant effects. Table 2 summarizes the results of our analyses, 
which were carried out using SPSS version 25. The homogeneity of variance was successfully proven 
by the Levene tests for all three constructs (perceived humanness F(75) = 3.25, p = 0.075, social pres-
ence F(75) = 0.49, p = 0.487, service satisfaction F(75) = 2.11, p = 0.151). We then tested for a signif-
icant difference between the control (without preset answer options, necessitating manual typing) and 
treatment conditions (with preset answer options for every of the three experimental tasks). 
With regard to perceived humanness, we found a significant difference between the control and treat-
ment conditions. Thus, our data indicates that the use of preset answer options does indeed reduce the 
perceived humanness of a CA in a conversation, providing support for our first hypothesis. 
 

 
 Condition 

t-value 
(df = 75) p-value 

Treatment 
(n = 44) 

Control 
(n = 33) 

Perceived  
humanness 

Mean 
SD 
SE 

6.65 
1.68 
0.25 

7.47 
1.30 
0.23 

-2.35 0.022 

Social  
presence 

Mean 
SD 
SE 

3.05 
1.09 
0.16 

3.52 
0.92 
0.16 

-2.00 0.049 

Service  
satisfaction 

Mean 
SD 
SE 

4.21 
0.81 
0.12 

4.53 
0.75 
0.13 

-1.73 0.087 

SD = Standard deviation, SE = Standard error 
 

Table 2.  Descriptive statistics and t-test results  

Concerning social presence, our results reveal that there is a significant difference between the control 
and treatment conditions. The data from our experiment thus supports our second hypothesis that the 
use of preset answer options significantly reduces the sense of human contact in CA interaction. 

 
Figure 3.  Differences between conditions for the three constructs 

Finally, the results do not indicate a significant difference for service satisfaction between the control  
and treatment conditions. Consequently, we do not find support for the third hypothesis in our data 
that the use of quick reply elements increases a user’s satisfaction with the service encounter due to 
faster and more convenient interaction. The results for perceived humanness, social presence and ser-
vice satisfaction are visualized in Figure 3 for both conditions with error bars indicating the 95% con-
fidence interval. Table 3 summarizes the results from the experiment for our three hypotheses. 
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Hypothesis Result 

H1:  A chatbot that provides preset answer options yields a lower level of perceived 
humanness than a chatbot that exclusively relies on manually typed natural  
language responses by the user. 

Supported 

H2:  A chatbot that provides preset answer options yields a lower level of perceived 
social presence than a chatbot that exclusively relies on manually typed natural 
language responses by the user. 

Supported 

H3: A chatbot that provides preset answer options leads to a higher user satisfaction 
than a chatbot that exclusively relies on manually typed natural language  
responses by the user. 

Not supported 

Table 3.  Results for hypotheses 

6 Discussion 
In our experiment, we examined the effect of preset answer options on user perceptions of text-based 
conversational agents in a customer service context. Our results indicate that the use of such elements 
does reduce the perceived humanness and social presence but does not increase a user’s satisfaction 
with the service encounter. Even though the availability of preset answer options reduces the required 
efforts for users to manually formulate a reply, the users did not perceive this as an added value in the 
conversation with the chatbot in our setting. Actually, our results indicated that the use of preset an-
swer options could lead to a lower user satisfaction though the difference between control and treat-
ment was not statistically significant. 
These results might seem counter-intuitive at first glance: A CA that offers quick reply elements de-
creases required manual efforts for the user and aims to reduce the overall time needed to fulfill a cus-
tomer request. As the speed with which a service request is fulfilled, together with the expertise of 
customer service and the quality of the reply, influences the perceived customer service performance 
and customer satisfaction (Setia, Venkatesh and Jogleklar, 2013), one can expect that the use of preset 
answer options actually increases service satisfaction as formulated in our third hypothesis. However, 
viewing the results in the light of social response theory allows for a different interpretation: As the 
CA provided a variety of social cues, such as the name (“Linda”), expressions of emotions through 
words and emoticons, and through natural language interaction itself, it elicited social responses by the 
users. Thus, participants anthropomorphized the CA, which is also reflected in the free-form feedback: 
“The short waiting time in comparison to chats with human service employees is useful and saves a lot 
of time” and “[…] it would be great if Linda could respond to things like praise or say how she feels at 
the moment (I know these are gimmicks, but they are fun!)” [translated to English]. The participants 
viewed the CA as a “virtual human” and compared it to customer service employees rather than to 
self-service systems, such as on company websites (Meuter, Ostrom, Roundtree and Bitner, 2000). As 
shown in previous work, this perceived humanness and social presence can be associated with further 
effects, particularly on service encounter satisfaction (Gnewuch et al., 2018), user engagement 
(Schuetzler et al., 2018), and perceived usefulness (Hassanein and Head, 2007). 
Against this background, the use of preset answer options reduces the degree to which users anthro-
pomorphize a CA as shown in our experiment. As such elements replace the formulating and typing of 
a natural language message, which users know from digital human-to-human communication and rep-
resents a social cue (Fogg, 2003), with something that resembles elements known from typical graph-
ical user interfaces, they decrease how human-like the users perceive the CA. In parallel, it changes 
how users view the agent and how satisfied they are with the encounter as the feeling of a perceived 
personal and human contact is significantly reduced. 
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6.1 Implications for the Design of Conversational Agents 
The results of our study have two main implications for the design of text-based conversational agents, 
in particular in a company context. First, our insights place emphasis in the importance of perceived 
humanness as well as social presence and their influence on other factors, such as user satisfaction 
(Gefen and Straub, 2004; Hassanein and Head, 2007; Baylor, 2009). For designers, our results high-
light the need to consider different anthropomorphic design dimensions, e.g. with regard to the human 
identity and verbal as well as non-verbal cues (Seeger et al., 2018) when implementing a conversa-
tional agent besides traditional established dimensions, such as the time required to fulfill a user’s re-
quest. In the context of our experiment, the degree to which a CA is perceived as human-like and so-
cially present seemed to be even more relevant to the user’s service encounter satisfaction than the 
speed at which a request is fulfilled. Specifically, the partial replacement of formulating and typing a 
natural language response with a set of preset answers reduced both how human-like a CA is per-
ceived as well as how satisfied users were with the service encounter. These results are in line with 
recent work in the context of CAs like the study by Gnewuch et al. (2018), who found that dynamical-
ly delayed response times of chatbots increase perceived humanness, social presence, and service sat-
isfaction even though the CA’s responses might take longer to appear than with static response delays. 
Second, our study highlights the need to carefully balance the use of “human versus robot” aspects in 
the design of conversational agents. While users have the advantage of conversational freedom in nat-
ural language interaction without the need to navigate through preset menus or dialogues, this freedom 
poses a major challenge for the design where high variation of input and flexible interaction flows 
need to be taken into account and the repertoire of control mechanisms for the designer is dramatically 
reduced (Brandtzæg and Følstad, 2018). As Brandtzæg and Følstad (2018, p. 41) state, the “user inter-
face is to a much greater degree a blank canvas where the content and features of the underlying ser-
vice are mostly hidden from the user, and where the interaction is more dependent on the user’s in-
put”. In this context, the use of preset answer options can be a useful approach to guide and structure 
the conversation flow towards a specific goal as well as to ensure that the CA can provide adequate 
and helpful responses. However, as our results indicate, the use of such elements reduces the perceived 
humanness and social presence in the interaction as well as potentially even decreases user satisfac-
tion. Consequently, we suggest to carefully consider the use of preset answer options by taking into 
account the need to structure the conversation flow at each specific part of the conversation (to ensure 
the responsiveness of the agent) with the potentially detrimental impact of such elements on perceived 
humanness and social presence of the CA. 

6.2 Limitations and Opportunities for Future Research 
Our study is not free of limitations and offers opportunities for future research on CA interaction and 
design. One limitation of the present work results from the specific context in which our experiment 
took place, customer service. While the general purpose of preset answers to provide quick and con-
venient replies is independent from the context in which a CA is used, user motivation, goals and be-
havior are different across contexts. In particular, a user that does not have a specific question or task 
in mind, might perceive these buttons differently. For example, a potential customer that has a longer 
lasting interaction with a CA in a marketing and sales context to explore the product range of a com-
pany might view preset answer options and the conversational structure they can provide as helpful. 
Thus, we suggest that future work explores the use of such elements in different contexts with regard 
to user satisfaction and perceived humanness, in particular in settings where users might not have a 
specific task they intent to complete or a specific question to ask.  
In addition, the degree of CA anthropomorphism deserves further investigation with regard to the per-
ception of preset answer options. For example, users might perceive preset answer options differently 
for a CA that is deliberately designed to be machine-like instead of human-like, which can be a suita-
ble design option to induce CA trustworthiness for tasks that are typically carried out by machines 
(Seeger et al., 2017). We recommend future studies to explicitly investigate how such preset answer 
options are perceived by users, which we did not consider in our experimental design. Furthermore, 



Dialogue Design for Conversational Agents 

Twenty-Seventh European Conference on Information Systems (ECIS2019), Stockholm-Uppsala, Sweden. 12 

 

we provided a rather specific set of tasks to the participants. Hereby, the CA could be precisely pre-
pared for the user statements and the variation of user input was reduced. The CA that did not provide 
preset answers was thus able to process the majority of user input without the use of fallback replies. 
Against this background, future research on CA design could investigate how preset answers are per-
ceived by the user in a dialogue where otherwise some of the requests cannot be adequately processed 
by the CA. Additionally, the conversation logs offered few options to analyze and understand user be-
havior, for example the actual required time to complete the experimental task could not be investigat-
ed. We encourage future experimental CA studies to implement complementary conversation data 
storage instead of relying on the analytical functionality of the natural language processing platform, 
which may restrict options for log analysis (Diederich, Brendel and Kolbe, 2019b). In addition, our 
experiment took place in a rather controlled setting in which we deliberately minimized distraction by 
providing a basic web interface for the conversation. Typical distractions and breaks in the conversa-
tion, such as notifications on mobile phones or new content on social media, were excluded from our 
experiment. Thus, while our online setting had strengths regarding precision and control, it had its 
weaknesses regarding realism (Dennis and Valacich, 2001). We propose that future research explores 
the use of preset answers in the field, for example by means of a case study with a company that uses a 
CA for customer service on a website or social media. 
Finally, we did not differentiate between requirements for specific groups of users in our experiment, 
particularly with regard to user age, and did not collect information on how they perceive preset an-
swer options. Studies on CAs have shown that users of different age groups interact with and perceive 
CAs in different ways (e.g. Beer, Smarr, Fisk and Rogers (2015)) and thus might have different re-
quirements regarding the design of dialogues. Similarly, cultural aspects with regard to values, beliefs, 
and behavioral patterns impact how interactive systems are used and need to be taken into considera-
tion when designing a CA on a cross-cultural scale (Pereira and Baranauskas, 2015). One approach to 
deal with these differences could be to actively ask the users at the beginning of a conversation wheth-
er she or he prefers to receive preset answers, thus accounting for personal preferences. Hence, we 
propose the investigation of explicit customization of CAs with regard to the provision of preset an-
swer options as a further opportunity for future research. 

7 Concluding Remarks 
The goal of this study was to investigate the impact of preset answer options in human-CA interaction 
on perceived humanness, social presence, and service encounter satisfaction, thus adding to the grow-
ing knowledge base on the design of and interaction with conversational agents. The results of our 
online experiment indicate that CAs which use preset answer options decrease perceived humanness 
and social presence compared to CAs who do not use such design elements. Interestingly, CAs that 
offer these elements for quick and convenient replies, do not increase service encounter satisfaction 
according to our results, but might even lead to a decrease in user satisfaction. Therefore, our work 
indicates that even though users are required to put in extra effort for manual typing, they are more 
satisfied with the customer service encounter, potentially due to a more ‘human’ feeling in the interac-
tion. The results support the overall direction in CA design research to enhance perceived humanness 
as well as social presence by emphasizing that these can even lead to a higher user satisfaction despite 
the additional manual effort for the users. In addition, our insights can be used to inform the design 
process of CA in practice by highlighting the potential drawbacks of apparently useful elements and 
emphasizing the need to design for natural interaction. 
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