
Association for Information Systems
AIS Electronic Library (AISeL)

BLED 2018 Proceedings BLED Proceedings

2018

Towards Responsible Data Analytics: A Process
Approach
Roger Clarke
ANU Research School of Social Science, roger.clarke@xamax.com.au

Kerry Taylor
Australian National University, Kerry.Taylor@anu.edu.au

Follow this and additional works at: https://aisel.aisnet.org/bled2018

This material is brought to you by the BLED Proceedings at AIS Electronic Library (AISeL). It has been accepted for inclusion in BLED 2018
Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact elibrary@aisnet.org.

Recommended Citation
Clarke, Roger and Taylor, Kerry, "Towards Responsible Data Analytics: A Process Approach" (2018). BLED 2018 Proceedings. 36.
https://aisel.aisnet.org/bled2018/36

https://aisel.aisnet.org?utm_source=aisel.aisnet.org%2Fbled2018%2F36&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/bled2018?utm_source=aisel.aisnet.org%2Fbled2018%2F36&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/bled?utm_source=aisel.aisnet.org%2Fbled2018%2F36&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/bled2018?utm_source=aisel.aisnet.org%2Fbled2018%2F36&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/bled2018/36?utm_source=aisel.aisnet.org%2Fbled2018%2F36&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E


31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Pucihar, M. Kljajić Borštnar. P. Ravesteijn, J. Seitz & R. Bons  

 

 

Towards Responsible Data Analytics: A Process Approach 
 

ROGER CLARKE & KERRY TAYLOR 
7 

Abstract The big data movement has been characterised by highly 

enthusiastic promotion, and caution has been in short supply. New data 

analytic techniques are beginning to be applied to the operational 

activities of government agencies and corporations. If projects are 

conducted in much the same carefree manner as research experiments, 

they will inevitably have negative impacts on the organisations 

conducting them, and on their employees, other organisations and other 

individuals. The limited literature on process management for data 

analytics has not yet got to grips with the risks involved. This paper 

presents an adapted business process model that embeds quality 

assurance, and enables organisations to filter out irresponsible 

applications.  
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1 Introduction 

 

Big Data and Data Analytics have attracted a great deal of attention. However, the 

techniques are now escaping from the laboratory with only a limited degree of 

maturity having been achieved. Unless businesslike approaches are adopted, the 

intentional looseness of academic experiments may become engrained in practice. 

The objective of the work reported here is to specify a business process whereby 

organisations can ensure that applications of data analytics satisfy both strategic and 

policy purposes and legal and ethical constraints. 

 

A design science research approach was adopted (Brown et al. 1978, Hevner et al. 

2004, Hevner 2007). Although primarily applied to the development of information 

technology artefacts, the approach is also relevant to socio-technical artefacts, 

including methods for applying technology (Gregor & Hevner 2013, p.337). As 

Peffers et al. (2007) acknowledges, "for design in practice, the Design Science 

Research Methodology (DSRM) may contain unnecessary elements for some 

contexts" (p.72). DSRM has accordingly been applied as a guide rather than as a 

specification. 

 

The research commenced with problem identification and motivation, followed by 

definition of the objectives. This laid the foundation for design and development of 

the artefact. The approach adopted in  the later phases was to consider a real-world 

case and demonstrate that the use of the method would have been likely to identify 

in advance the problems that arose in the case, and hence would have avoided harm 

and protected investment. 

 

The paper commences with a brief review of the fields of big data and data analytics, 

sufficient to provide a basis for the analysis that follows. Representations of the data 

analytics business process are identified in text-books and the academic literature. 

The risks arising from data analytics activities are then considered, and techniques 

for identifying and addressing those risks are identified. Refinements to the 

conventional business process are proposed that enable data analytics to be conducted 

in a responsible manner. An initial evaluation of the proposed process is performed, 

by applying it to a case study. 

 

2 Big Data and Data Analytics 

 

Stripped of marketing prose, the term 'big data' merely means any relatively large 

data collection. The key characteristics were originally postulated as volume, velocity 

and variety (Laney 2001). Further factors were added later, including value and 

veracity (Schroeck et al. 2012). Such vague formulations as 'data that's too big, too 

fast or too hard for existing tools to process' pervade the definitions catalogued in OT 

(2013), Ward & Barker (2013), and De Mauro et al. (2015). 

 

The term 'data analytics' has been used in technical disciplines for many years. It 

refers to the techniques whereby a data collection is used to draw inferences. Previous 
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decades of work in statistical sciences, operations research, management science and 

data mining have delivered a very substantial array of analytical tools, and more are 

being developed. Chen et al. (2012) uses the term Business Intelligence and Analytics 

(BI&A), and distinguishes two phases to date. Those authors see BI&A 1.0 as being 

characterised by "data management and warehousing, reporting, dashboards, ad hoc 

query, search-based BI, [online analytical processing (OLAP)], interactive 

visualization, scorecards, predictive modeling, and data mining" (p. 1166). BIA 2.0, 

on the other hand, which has been evident since the early 2000s, is associated with 

web and social media analytics, including sentiment analysis, and associated-rule and 

graph mining, much of which is dependent on semantic web notions and text analysis 

tools (pp. 1167-68). The authors anticipated 'BIA 3.0', to cope with mobile and 

sensor-generated data. The term 'fast data' has since emerged, to refer to near-real-

time analysis of data-streams (e.g. Pathirage & Plale 2015). 

 

When considering how to manage data analytics activities, it is useful to distinguish 

categories of purpose to which big data analytics may be applied. See Table 1. 

Hypothesis testing involves quite different approaches from the drawing of inferences 

about populations, and from the construction of profiles. Further, whereas those three 

categories relate to populations, several other functions to which data analytics can 

be applied relate to individuals. 

 

On the basis of this brief overview, the following section presents a description of  

the conventional business processes for data analytics.  
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Table 1: Purposes of Big Data Analytics 

After Clarke (2017), Table 1 

 

Population Focus 

 

Hypothesis Testing 

This approach evaluates whether a proposition is supported by the available data. The 

proposition may be a prediction from theory, an existing heuristic, or a hunch 

 

Population Inferencing 

This approach draws inferences about a population of entities, or about sub-populations. 

In particular, correlations may be drawn among particular attributes 

 

Construction of Profiles 

This approach identifies key characteristics of some category of entities. For example, 

attributes and behaviours of a target group, such as 'drug mules', sufferers from particular 

diseases, or children with particular aptitudes, may exhibit statistical consistencies 

 

 

Individual Focus 

 

Application of Profiles 

A search can be conducted for individual entities that exhibit patterns associated with a 

particular, previously asserted or computed profile, thereby generating a set of entities of 

interest. Similarly, individual entities may be classified according to previously asserted 

or computed profiles so that inferences about individuals may be drawn by referring to 

the behaviours of the class 

 

Discovery of Anomalies 

This approach draws inferences about individual entities within the population. For 

example, a person may be inferred to have provided inconsistent information to two 

organisations, or to exhibit behaviour in one context inconsistent with behaviour in 

another 

 

Discovery of Outliers 

Statistical outliers are often disregarded, but this approach regards them instead as 

valuable needles in large haystacks, because they may represent exceptional cases, or may 

herald a 'flex-point' or 'quantum shift' 
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3 The Conventional Data Analytics Process 

 

A remarkably small proportion of the multitude of papers on big data has as its focus 

the business process or life-cycle of data analytics. There is little evidence of a 

cumulative literature or a dominant authority referred back to by subsequent authors. 

 

Chen et al. (2014) suggests four phases of "the value chain of big data", but from a 

process perspective the authors offer little more than four phase-names and a three-

step breakdown of the second phase. Their phases are: data generation, data 

acquisition (comprising collection, transportation and pre-processing), data storage 

and data analysis. Jagadish et al. (2014) uses instead a five-step process, comprising: 

acquisition; extraction and cleaning; integration, aggregation, and representation; 

modeling and analysis; and interpretation. The framework of Pääkkönen & Pakkala 

(2015) involves seven process phases of source acquisition (implied), extraction, 

loading and preprocessing, processing, analysis, loading and transformation, and 

interfacing and visualisation. 

 

Huang et al. (2015) has six steps, commencing with question formulation and 

proceeding to data collection, data storage and transferral, data analysis, report / 

visualisation, and evaluation. Phillips-Wren et al. (2015) uses the five phases of 

sources, preparation, storage, analysis, and access and usage. Elragal & Klischewski 

(2017) offer 'pre-stage', acquisition, preprocessing, analytics and interpretation. The 

Wikipedia entry for Predictive Analytics is somewhat more comprehensive, with 

Project Definition, Data Collection and Data Analysis, followed by Statistics, 

Modelling and Deployment, and culminating in a Model Monitoring phase. Text-

book approaches include Provost & Fawcett (2013), which proposes the phases 

Business Understanding, Data Understanding, Data Preparation, Modeling, 

Evaluation and Deployment. 

 

In Figure 1, a process model is presented that is a composite of the elements found in 

the above sources.  

 

However, it embodies a key refinement. The majority of the examples that have been 

identified omit any preliminary phase. It would arguably be too constraining to 

impose a 'requirements elicitation' phase on those data analytics activities that are 

oriented towards opportunity discovery and creation. On the other hand, some degree 

of framing is needed, even for creative work. The expression 'Terms of Reference' 

has accordingly been used for the first phase, to encourage pre-thinking about the 

project's context, but also to encompass degrees of formalisation ranging from 

'question formulation' to 'requirements analysis'. 

 

The subsequent phases will vary in their content depending on the nature and purpose 

of the particular project. The second, Data Source Discovery phase, covers such 

activities as search, evaluation, and negotiation of access. The third phase, Data 

Acquisition, deals with the collection or extraction of data from the identified 

source(s) and may include primary data collection from source through surveys, 
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polls, or on-line instrumentation. In the fourth, Data Pre-Processing phase, data from 

various sources may be integrated and may be scrubbed, re-formatted, interpolated 

and/or modified. These lay the foundations for the fifth and sixth Data Analysis and 

Data Exploitation phases, including such activities as inferencing, visualisation, 

interpretation, and application. 

 

 
Figure 1: A Conventional Process Model for Data Analytics Projects 
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The following section discusses risks that arise from the conduct of data analytics 

and conventional approaches to the discovery and management of risks. 

 

4 Risks and Responsibilities 

 

Most of the literature on big data and data analytics is concerned with the 

identification of opportunities, and much of it is highly upbeat and excited about the 

prospects. Some articles do, however, urge caution, e.g. "well-designed and highly 

functional [business intelligence] systems that include inaccurate and unreliable data 

will have only limited value, and can even adversely impact business performance" 

(Park et al. 2012). Elragal & Klischewski (2017) also express concern about 

completeness, correctness, and consistency. The following paragraphs briefly 

summarise the results of prior research by the first-named author on quality factors 

in big data and data analytics, reported in Wigan & Clarke (2013), and Clarke (2015, 

2016a, 2016b, 2017). 

 

Data quality factors comprise those characteristics that can be assessed at the time 

that the data is originally created. They include syntactical validity, appropriate 

association, appropriate signification, accuracy, precision and temporal applicability. 

Information quality factors, on the other hand, are those that can only be assessed at 

the time of use, and in the context of use. These include theoretical and practical 

relevance, currency, completeness, controls and auditability. Blithe claims are made 

about data quality not mattering when very large quantities of data are available. e.g. 

"the need to find a scrupulously accurate sample (the world of small data) has been 

overtaken by the availability of all of the data—much of it messy but in such volumes 

that new correlations can be found. In other words quantity trumps quality" (Turnbull 

2014). Executives know not to take such claims at face value, because there are only 

limited and fairly specific circumstances in which they can be justified. Many of the 

purposes to which data analytics is put may be seriously undermined by low-quality 

data. 

 

Claims are also rife in the data mining literature that data can be 'cleaned' or 'cleansed' 

(Rahm & Do 2000, Müller & Freytag 2003). Such processes are better described as 

'wrangling' (Kandel et al. 2011), and are most honestly referred to as 'data scrubbing'. 

By whatever name, these techniques seek to address such problems as missing values, 

syntactical errors in data content, syntactical differences among apparently 

comparable data-items, low quality at time of capture, degraded quality during 

storage and missing metadata. Energetic as the endeavour may be, however, it seldom 

achieves a state reasonably described as 'clean'. Few of the processes described in the 

literature and applied in practice involve comparisons against an authoritative 

external reference, most of the processes are merely manipulations based on 

statistical analyses of the data-set itself, and the changes made as a result of such 

activities introduce errors. 

 

Decision quality factors must also be carefully considered, because otherwise the 

value of data analytics work will be undermined, and harm will arise if the results are 
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relied upon for real-world decision-making. The meaning of individual data-items is 

frequently opaque, and may be assumed rather than being understood in sufficient 

depth, with the result that misunderstandings and mistaken assumptions readily 

occur. The many and varied analytical techniques all make assumptions about data 

and about context, and some of those assumptions are implicit rather than clearly 

stated. The preconditions for use of each technique may or may not be taught in 

parallel with the mechanics of the technique, and the significance of that information 

may or may not be grasped, and may or may not be remembered. 

 

The rationale underlying the inferences that each data analytics technique gives rise 

to may be clear to the analyst, and may be successfully communicated to the decision-

maker who relies on it. However, the transparency of rationale varies a great deal, 

and in many of the new techniques that have emerged during the last decade, is 

seriously lacking. Neural networks are largely empirical. They are not based on any 

formal model of a solution, of a problem, or even of a problem-domain (Clarke 1991, 

Knight 2017). Further, their behaviour may vary greatly depending on the training-

set used and the detail of the implementation and parameter-setting of the method 

used against the training-set. Similarly, the various forms of AI and machine learning 

(ML) that are being applied in this field provide outputs, but seldom make available 

humanly-understandable explanations of how those outputs were achieved and what 

assumptions underlie them. Another approach that may suffer from the problem is 

'predictive analytics', which is sometimes used in the very narrow sense of 

extrapolations of patterns derived from time-series rather than of the time-series 

themselves. 

 

The plethora of quality factors that can undermine data analytics efforts give rise to 

considerable risks.  

 

Many are borne by the organisation that exploits the outputs of data analytics 

techniques. These include negative impacts on the quality of organisational decisions 

and actions, and hence on return on investment and policy outcomes. There may also 

be opportunity costs, if resources are diverted to big data projects that, with hindsight, 

could have been better invested in alternative activities with higher return. 

 

Some risks are borne by other parties, however, because organisational decisions and 

actions affect other organisations and individuals. Decisions and actions that are 

unreasonable or even wrong can inflict harm ranging from inconvenience, via 

onerousness and inversion of the onus of proof, to serious economic, financial, 

psychological and/or societalharm. Such problems may return to haunt the 

organisation whose actions gave rise to them, in such forms as reputational damage, 

lawsuits and additional regulatory imposts. 

 

Wild enthusiasts such as Anderson (2008), McAfee & Brynjolfsson (2012) and 

Mayer-Schonberger & Cukier (2013) publish claims that science is obsolete and that 

the need is now to know, not to know why. Hard-headed directors, auditors and 

executives, on the other hand, seek assurance that authors of that ilk are unable to 
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provide. Professionals and consultants support executives in managing risk, by means 

of a variety of tools. Quality assurance and formal risk assessment are well-known 

techniques and are the subject of copious documentation in both formal Standards 

(ISO 31000 and 31010, and the 27005 series) and commercial processes (ISACA 

COBIT, ITIL, PRINCE2, etc.). Risk assessment processes of these kinds are 

conducted from the organisation's own perspective. Where risks fall on other 

organisations and individuals, other techniques are needed. Relevant techniques 

include Technology Assessment (TA  - Guston & Sarewitz 2002), Privacy Impact 

Assessment (PIA - Clarke 2009, Wright & De Hert 2012) and Surveillance Impact 

Assessment (Wright & Raab 2012). 

 

The following section considers how the conventional process model identified in 

section 3 can be adapted in order to manage the risks identified in this section.  

 

5 An Adapted Business Process 

Previous research established a set of Guidelines for the conduct of data analytics in 

a manner that is responsible in terms of protecting the interests both of the 

organisation on whose behalf the activity is being performed and of other 

stakeholders (Clarke 2018). Those Guidelines provide a basis on which a business 

process can be established that addresses the weaknesses in existing approaches. The 

following sub- sections identify further process elements that need to be added to the 

conventional process depicted in Figure 1, present an adapted form of business 

process, and discuss alternative ways in which the proposed generic business model 

can be applied. 

 

5.1 Additional Process Elements 

The purpose of the new artefact is to provide a basis whereby an organisation can 

ensure that problems arising during the data analytics process can be detected, and 

detected early. This enables appropriate measures to be put in place in order to 

address those problems. Two categories of process element need to be added to the 

conventional model described earlier: evaluation steps, and selection constructs that, 

under appropriate circumstances, loop the flow back to an earlier phase. 

 

Awareness of risks is a crucial pre-condition for effective risk management, and 

hence there is a need for evaluation of both data and decision processes against 

quality standards. Cai & Zhu (2015) and Hastie & O’Donnell (2017), for example, 

each includes an outline of a data quality assessment process. A few authors, such as 

Koronios et al. (2014), expressly include one or more evaluation elements, and 

feedback or feedforward from those elements. In the Knowledge Discovery in 

Databases (KDD) community, a 'knowledge discovery process' has been proposed 

that recognises the need for loops back to earlier phases where data or processes fall 

short of reasonable standards (Fayyad et al. 1996, Han et al. 2011). Elragal & 

Klischewski (2017) discuss epistemological challenges in data analytics, the 

importance of understanding model assumptions, and the need for results to be 

assessed. 
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Various tests need to be performed, and appropriate locations need to be identified at 

which each test can be applied. Established techniques of quality assurance (QA) 

and risk assessment (RA) can be brought to bear, including requirements elicitation, 

interviews with executive, managerial, supervisory and operational staff, and review 

of the data. Similarly, the conventional classification of risk management (RM) 

strategies can be applied, distinguishing proactive strategies (avoidance, deterrence, 

prevention, redundancy), reactive strategies (detection, reduction/mitigation, 

recovery, insurance) and non-reactive strategies (self-insurance, graceful 

degradation, graceless degradation). 

 

Where significant impacts may arise outside the organisation, the additional 

techniques of impact assessment (IA) and impact management (IM) are needed. 

These activities develop an appreciation of the contexts, needs and values of external 

stakeholders. Many external stakeholders are users of, or at least participants in, the 

system in question. However, it is important not to overlook 'usees', by which is 

meant organisations, but more commonly individuals, who are affected by the 

system without directly participating in it (Clarke 1992, Fischer-Hübner & Lindskog 

2001, Baumer 2015). Developing the necessary appreciation generally depends on 

consultation with representatives or and/or advocates for the various external 

stakeholder groups. 

 

5.2 A Generic Business Process 

 

In this sub-section, the conventional model that was presented in Figure 1 is adapted, 

by building in evaluation steps and conditionally redirected flows. A general 

framework is provided by professional standards in the areas of QA, RA and IA, and 

RM and IM. More specifically, the adapted model reflects the specific risk factors 

identified in the Guidelines for the responsible conduct of data analytics (Clarke 

2018). A copy of the Guidelines is provided as an Appendix to the present paper. 

 

The adapted business process is presented in Figure 2. The discussion in this section 

intentionally uses general and even vague expressions, in order to accommodate the 

considerable diversity of purposes to which data analytics is put, as discussed earlier, 

in section 2 and Table 1. 

 

During Phase 1 – Terms of Reference, it is advantageous to not only clarify the 

problem or opportunity that is the project's focus, but also the governance framework 

that applies, the expertise required within the team, and the legal compliance and 

public expectations that are relevant to the activity (paras. 1.1-1.3 of the Guidelines). 

These provide reference-points that support subsequent evaluation steps. 

 

After Phase 2 – Data Source Discovery, the Evaluation step needs to reconsider 

section 1 of the Guidelines (G1.1-1.3). Of particular significance is the legality of the 

intended acquisition and use of the data. This step also needs to examine the extent 

to which the team has understood the problem-domain (G2.1) and the nature of the 

data sources, including the data's provenance (Clarke 2015), purposes of creation, 
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definitions, and quality (G2.2). Depending on the conclusions reached in the 

evaluation step, it may be necessary to return to Phase 1 and re-cast the Terms of 

Reference, or even to abort the project. 

 

After Phase 3 – Data Acquisition, the theoretical evaluation of data quality that was 

undertaken after Phase 2 needs to be complemented by practical assessment against 

the full suite of data quality and information quality factors discussed in section 4, 

including the incidence and impact of missing data and non- conformant data (G2.2). 

The effects of any merger, scrubbing, identity protection or data security measures 

undertaken prior to the data coming under the control of the project team must also be 

assessed (G2.3-2.8). 

 

After Phase 4 – Data Pre-Processing, the effects of all merger, scrubbing, identity 

protection and data security measures undertaken by or for the project team must be 

assessed (G2.3-2.8). In addition to data and information quality factors, a look-ahead 

to the Data Analysis phase is advisable, in order to anticipate any further issues with 

data characteristics that may arise, such as incompleteness, inconsistency, and format 

and measurement scale incompatibilities. It may transpire that the project flow needs 

to depart from the mainstream. For example, it may be that the project should be held 

in Phase 4 until further work relevant to data quality is performed. Alternatively, it 

may be necessary to loop back to the 3rd phase, e.g. by re-acquiring the data using 

different parameter-settings or procedures, or to the 2nd phase, to acquire data from 

alternative sources, or even to the 1st phase, in order to re-conceive the project. 

 

After Phase 5 – Data Analysis, the evaluation step needs to consider all of Guidelines 

3.1-3.6. These relate to the adequacy of the expertise applied to the analytics, the 

nature of, and the intrinsic assumptions underlying, the relevant analytical 

techniques, the nature of the data, the compatibility of the data and the technique, the 

statistical confidence or error rate supporting the inferences drawn, and the 

transparency of the rationale for inferences drawn. Where the data or the inferences 

drawn involve sensitivity and/or the actions taken as a result are likely to be 

particularly impactful, a look-ahead may be advisable, in particular by performing 

some preliminary reality testing (G4.3).  
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Figure 2: A Business Process Model for Responsible Data Analytics Projects 
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After Phase 6 – Data Exploitation, it is important to apply all of Guidelines 4.1-4.11. 

These involve appreciation of the impacts (e.g. by workshopping with staff and others 

with familiarity with the relevant parts of the real world), internal cost/benefit and 

risk assessment, where relevant external impact assessment, reality testing, the 

design, implementation and testing of safeguards (such as metricated pilots, 

interviews, feedback processes, feedback evaluation), proportionality checking, 

contestability, testing of the understandability of the decision-rationale, and review 

and recourse. Depending on the nature and potential impact of the actions that are 

being considered, it may be advisable to commence the evaluation process at an early 

stage in this phase, rather than at the end of it. 

 

The adapted business process features the same phases as the conventional model. 

Evaluation steps have been specified after each phase, together with guidance in 

relation to circumstances in which looping back to prior phases is desirable and even 

essential. The adapted model enables the identification of problems at an early stage, 

and hence the implementation of measures to address them. It therefore fulfils the 

declared objective of the research, which was to specify a business process whereby 

organisations can ensure that applications of data analytics satisfy both strategic and 

policy purposes and legal and ethical constraints. 

 

5.3 Instantiations 

 

The business process model in Figure 2, and the Guidelines on which it was to a 

considerable extent based, were expressed in somewhat abstract terms. That was 

necessary in order to achieve sufficient generality to enable application in a range of 

circumstances. 

 

One dimension of diversity among projects is the category of purpose, as discussed 

in section 2 and Table 1. Another way in which projects differ is their degree of 

embeddedness within a corporate framework. In the case of a standalone project, each 

phase and each evaluation step may need to be planned  and performed as a new 

activity. At the other extremity, every phase and every step may be tightly constrained 

by existing corporate policies and practices, perhaps in the form of an industry 

standard or a proprietary process management framework imposed by or on the 

organisation. 

 

Another factor to consider in applying the model to a project is the extent to which 

the project is ground- breaking or novel. A less painstaking approach can reasonably 

be adopted where the project falls into a well-known category, and is being conducted 

by a team with both expertise and experience in relation to the problem-domain, the 

data-sets, the data analytic techniques, the pitfalls, the stakeholders and their interests, 

and the project's potential impacts. 

 

The following section makes an initial contribution to the evaluation of the proposed 

business process. 
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6 Application and Evaluation 

 

In Peffers et al. (2007), two related phases are defined towards the end of the design 

research approach. These distinguish 'demonstration' of the use of the artifact to solve 

one or more instances of the problem (by means of experimentation, simulation, 

case study, proof, or other appropriate activity), from 'evaluation', which involves 

more formal observation and measurement of the new artefact's effectiveness in 

addressing the stated objectives. The research reported in this paper includes a 

demonstration step, based on a case study. 

 

Centrelink is the Australian government agency responsible for distributing welfare 

payments. During the second half of 2016, Centrelink launched a new system that 

was intended to improve the efficiency of the agency's processes whereby control is 

exercised over overpayments. The new Online Compliance Intervention (OCI) 

system featured simple data analytics that were used to draw inferences about likely 

overpayments of welfare payments, combined with automated decision-making. The 

implementation resulted in a large proportion, and very large numbers, of unjustified 

and harmful actions by the agency, which gave rise to serious public concern and two 

external investigations, which in turn forced the agency to make multiple changes to 

the scheme. 

 

This represents a suitable test-case for the artefact developed in this research project. 

The data analytics used were trivially simple, but the big data collections that were 

matched were not. The project was real – and, indeed, for many of the people affected 

by it, all too real. It involved all steps of the life-cycle. In addition, unlike most private 

sector data analytics projects, it was subject to the glare of publicity, and is 

documented by two substantial and independent reports. A 3,000-word case study 

was prepared by the first-named author, based on the two reports and about 20 

substantive media articles. It is provided as Supplementary Material in support of the 

present paper. 

 

The major problems arising in the case appear to have resulted from a small number 

of factors. The most critical issue was that the new system implicitly assumed that 

the annual income declared by welfare recipients to the taxation agency could be 

divided by 26 in order to establish a reliable estimate of the income that each of them 

earned in each fortnight of that year. Many welfare recipients, on the other hand, earn 

some and even all of their small incomes from short-term, casual and/or seasonal 

employment, and hence they work variable numbers of hours per fortnight. This has 

the inevitable result that their income is unevenly distributed across the year, and an 

assumption of even distribution is seriously problematical. Centrelink failed to 

appreciate how significant that issue was, and remained in denial 12 months after 

implementation. 

 

The generic business process proposed in Figure 2 includes within Phase 1 – Terms 

of Reference the establishment of a governance process, identification of the 

expertise required within the team, and consideration of the legal compliance and 
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public expectations that are relevant to the activity. If the team had included people 

with strong familiarity with both the real world of benefit recipients and the relevant 

data models, together with experienced data analysts, then the unreasonableness of 

the assumption of income being evenly distributed over a period would have been 

obvious. Similarly, if the agency's legal obligations, and the vulnerability of many of 

its clients, had been clear in the minds of the team-members, they would have taken 

greater care in considering the potential impacts of the design. Even if these  framing 

elements had been overlooked, any and all of the five evaluation steps across the 

recommended life-cycle would have been very likely to identify this major problem 

well in advance of implementation.   In particular, it would have become clear that 

the design process needed to include consultation with the operational staff, the 

taxation agency, and advocates for welfare recipients' interests. 

 

A second major problem was the abandonment of checks with employers, which 

Centrelink had identified as an avoidable cost. The agency sought to transfer these 

costs to the recipients; but this proved to be unreasonable, partly because of many 

recipients' cognitive and performative limitations, and partly for systemic reasons. 

Had the proposed business process model been used, the unreality of this key 

assumption might also have been uncovered during one of the early-phase evaluation 

steps; but at the very least it would have become apparent during Phase 6 – Data 

Exploitation. 

 

A third problem was the automation of both debt-raising and the commencement of 

debt collection. The triggers were nothing more than non-response by the targeted 

welfare recipient, or their failure to deliver satisfactory evidence to prosecute their 

innocence of the accusation. The previous system had involved considerable 

computer-based support, but also a number of manual steps. Under the new, naive 

system of suspicion-generation, the case-load leapt more than 30-fold, from 20,000 

p.a. to 10-20,000 per week. This overwhelmed the support services, resulting in a 

complete log-jam of enquiries and complaints, and escalating numbers of auto-

generated debts and debt-collection activities. Several of the elements making up this 

compounding problem could have been intercepted early in the process, and all of 

them would have become apparent at latest during the Phase 6 evaluation steps, if the 

business process in Figure 2 had been applied. 

 

The Centrelink case demonstrates the benefits of inserting QA elements between the 

successive phases, and the insertion of loops where problems are found. It also 

provides the valuable insight that a conventional requirements analysis that 

incorporated interviews with operational staff, followed by internal risk assessment, 

may well have been sufficient to prevent much of the harm, but that these alone would 

have very likely missed some key factors. Because the system directly affected 

'usees', external impact assessment was necessary, including consultation with 

advocacy organisations. 
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7 Implications and Conclusions 

 

Conventional business processes for data analytics lack three important features: a 

preliminary, planning phase; evaluation steps; and criteria for deciding whether a 

project needs to be looped back to an earlier phase. On the basis of established 

theories and prior research into risk assessment of data analytics  projects, an adapted 

business process model was proposed, which makes good those deficiencies. A recent 

case was considered in the light of the adapted model. 

 

The implications for practice are clear. Data analytics embodies many risks. 

Organisations that conduct or commission data analytics projects are subject to legal 

obligations. In some contexts, such as highly- regulated industry sectors, these may 

be fairly specific; but in any case company directors are subject to broad 

responsibilities in relation to the management of risk. The concerns of consumers and 

citizens are increasing, the media is eager to snowball cases of large organisations 

treating people badly, and social media has provided means for the public to escalate 

issues themselves. Investors, board rooms and executives will demand that a balance 

is struck between data exploitation and due care. QA, RA and RM, and IA and IM, 

need to be applied. The adapted business process shows how. 

 

The research reported here can be strengthened in a number of ways. It is built 

primarily on academic work, because reliable reports of active data analytics projects 

are difficult to acquire. A much stronger empirical base is needed, such that actual 

business processes can be better understood, and the adapted model's efficacy can be 

evaluated. The model is, for the reasons explained above, generic in nature. It requires 

tailoring to the various specific contexts identified above, and further articulation. 

 

A number of implications can be drawn for research in the area. Observation of 

practice, and publications arising from it, are likely to encounter nervousness on the 

part of project teams and the organisations for whom the project is undertaken. Some 

concerns will relate to competitive, commercial and strategic factors, and others to 

ethical, legal and political considerations. Academic projects to apply data analytics 

tools need to incorporate controls at a much earlier stage than is currently the case, to 

ensure that the transitions from research to industrial R&D, and on to live use, are not 

undermined by the late discovery of quality issues. The work reported here 

accordingly provides a substantial contribution to both practice and research. 
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Appendix: Guidelines for Responsible Application of Data Analytics 

 

1. GENERAL  

 

DO's 

 

1.1 - Governance 

Ensure that a comprehensive governance framework is in place prior to, during, and for 

the relevant period after data acquisition, analysis and use activities, that it is 

commensurate with the activities' potential impacts, and that it encompasses: 

a) risk assessment and risk management from the perspectives of all affected 

parties 

b) express assignments of accountability, at an appropriate level of granularity 

 

1.2 - Expertise 

Ensure that all individuals participating in the activities have education, training, and 

experience in relation to the real-world systems about which inferences are to be drawn, 

appropriate to the roles that they play 

 

1.3 - Compliance 

Ensure that all activities are compliant with all relevant laws and established public policy 

positions within relevant jurisdictions, and with public standards of behaviour 

 

 

 

2. DATA ACQUISITION  

 

DO's 

 

2.1 - The Problem Domain 

Understand the real-world systems about which inferences are to be drawn and to which 

data analytics are to be applied 

 

2.2 - The Data Sources 

Understand each source of data, including: 

a) the data's provenance 

b) the purposes for which the data was created 

c) the meaning of each data-item at the time of creation 

d) the data quality at the time of creation 

e) the data quality and information quality at the time of use 

 

2.3 - Data Merger 

If data is to be merged from multiple sources, assess the compatibility of the various 

collections, records and items of data, taking into account the data's provenance, purposes, 

meaning and quality, and the potential impact of mis-matching and mistaken assumptions 
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2.4 - Data Scrubbing 

If data is to be scrubbed, cleaned or cleansed, assess the reliability of the processes for 

the intended purpose and the potential impacts of mistaken assumptions and erroneous 

changes 

 

2.5 - Identity Protection 

If the association of data with an entity is sensitive, apply techniques to the data whose 

effectiveness is commensurate with the risks to those entities, in order to ensure 

pseudonymisation (if the purpose is to draw inferences about individual entities), or de-

identification (if the purpose is other than to draw inferences about individual entities) 

 

2.6 - Data Security 

Minimise the risks arising from data acquisition, storage, access, distribution and 

retention, and manage the unavoidable risks 

  

DON'Ts 

 

2.7 - Identifier Compatibility 

Don't merge data-sets unless the identifiers in each data-set are compatible with one 

another at a level of reliability commensurate with the potential impact of the inferences 

drawn 

 

2.8 - Content Compatibility 

Don't merge data-sets unless the reliability of comparisons among the data-items in the 

sources reaches a threshold commensurate with the potential impact of the inferences 

drawn 

 

 

 

3. DATA ANALYSIS 

 

DO's 

 

3.1 - Expertise 

Ensure that all staff and contractors involved in the analysis have: 

a) appropriate professional qualifications 

b) training in the specific tools and processes 

c) sufficient familiarity with the real-world system to which the data relates and 

with the manner in which the data purports to represent that real-world system 

d) accountability for their analyses 

 

3.2 - The Nature of the Tools 

Understand the origins, nature and limitations of data analytic tools that are considered 

for use 
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3.3 - The Nature of the Data Processed by the Tools 

Understand the assumptions that data analytic tools make about the data that they process, 

and the extent to which the data to be processed is consistent with those assumptions. 

Important areas in which assumptions may exist include: 

a) the presence of values in relevant data-items 

b) the presence of only specific, pre-defined values in relevant data-items 

c) the scales against which relevant data-items have been measured 

d) the precision with which relevant data-items have been expressed 

 

3.4 - The Suitability of the Tool and the Data 

Demonstrate the applicability of each particular data analytic tool to the particular data 

that it is proposed be processed using it 

 

DON'Ts 

 

3.5 - Inappropriate Data 

Don't apply data analytics unless the data satisfies threshold tests commensurate with the 

potential impact of the inferences drawn, in relation to data quality, internal consistency, 

and reliable correspondence with the real-world systems about which inferences are to be 

drawn 

 

3.6 - Humanly-Understandable Rationale 

Don't apply an analytical tool that lacks transparency, by which is meant that the rationale 

for inferences that it draws is expressible in humanly-understandable terms 

 

 

 

4. USE OF THE INFERENCES 

 

DO's 

 

4.1 - The Impacts 

Understand the potential negative impacts on stakeholders of reliance on the inferences 

drawn, taking into account the quality of the data and the data analysis process 

 

4.2 - Evaluation 

Where decisions based on inferences from data analytics may have material negative 

impacts, evaluate the advantages and disadvantages of proceeding, by conducting cost-

benefit analysis and risk assessment from an organisational perspective, and impact 

assessments from the perspectives of other internal and external stakeholders 

 

4.3 - Reality Testing 

Test a sufficient sample of the results of the analysis against the real world, in order to 

gain insight into the reliability of the data as a representation of relevant real-world 

entities and their attributes 
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4.4 - Safeguards 

Design, implement and maintain safeguards and mitigation measures, together with 

controls that ensure the safeguards and mitigation measures are functioning as intended, 

commensurate with the potential impacts of the inferences drawn 

 

4.5 - Proportionality 

Where specific decisions based on inferences from data analytics may have material 

negative impacts on individuals, consider the reasonableness of the decisions prior to 

committing to them 

 

4.6 - Contestability 

Where actions are taken based on inferences drawn from data analytics, ensure that the 

rationale for the decisions is transparent to people affected by them, and that mechanisms 

exist whereby stakeholders can access information about, and if appropriate complain 

about and dispute interpretations, inferences, decisions and actions 

 

4.7 - Breathing Space 

Provide stakeholders who perceive that they will be negatively impacted by the action 

with the opportunity to understand and to contest the proposed action 

 

4.8 - Post-Implementation Review 

Ensure that actions and their outcomes are audited, and that adjustments are made to 

reflect the findings 

 

DON'Ts 

 

4.9 - Humanly-Understandable Rationale 

Don't take actions based on inferences drawn from an analytical tool in any context that 

may have a material negative impact on any stakeholder unless the rationale for each 

inference is readily available to those stakeholders in humanly-understandable terms 

 

4.10 - Precipitate Actions 

Don't take actions based on inferences drawn from data analytics until stakeholders who 

perceive that they may be materially negatively impacted by the action have had a 

reasonable opportunity to understand and to contest the proposed action. Denial of a 

reasonable opportunity is only justifiable on the basis of emergency, as distinct from 

urgency or mere expediency or efficiency. Where a reasonable opportunity is not 

provided, ensure that stringent safeguards, mitigation measures and controls are designed, 

implemented and maintained in relation to justification, reporting, review, and recourse 

in the case of unjustified or disproportionate actions 

 

4.11 - Automated Decision-Making 

Don't delegate to a device any decision that has potentially harmful effects without 

ensuring that it is subject to specific human approval prior to implementation, by a person 

who is acting as an agent for the accountable organisation
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