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Abstract: 

With the increasing use of crowdsourced data in behavioral research fields, it is important to examine their
appropriateness and desirability for IS research. Extending recent work in the IS literature, this tutorial discusses the
risks and rewards of using data gathered on Amazon’s Mechanical Turk. We examine the characteristics of MTurk
workers and the resulting method biases that may be exacerbated in MTurk data. Based on this analysis, we present
a 2x2 matrix to illustrate the categories of IS research questions that are and are not amenable to MTurk data. We
suggest that MTurk data is more appropriate for generalizing studies that examine diverse cognition than for
contextualizing studies or those involving shared cognition. Finally, we offer a set of practical recommendations for
researchers who wish to collect data on MTurk. 
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1 Introduction 
The advent of the Internet has continued to afford researchers with new and innovative ways to recruit 
research participants. One such method is Amazon’s Mechanical Turk, or MTurk, an online crowdsourcing 
labor market open to requesters (those who request work1) and workers (those who complete work) from 
around the world. Since its inception in 2005, over 15,000 published papers have referenced MTurk in 10 
years (Chandler & Shapiro, 2016). As a fast, inexpensive, and convenient sampling method, MTurk is 
appealing to behavioral researchers as one can obtain a large sample in hours at a cost as low as a few 
cents per participant (Behrend, Sharek, Maede, & Wiebe, 2011). Though few studies that have used 
crowdsourced data have appeared in top IS journals (e.g., Deng & Joshi, 2016; Jenkins, Anderson, 
Vance, Kirwan & Eargle, 2016; Mamonov & Koufaris, 2014; O’Leary, Wilson & Metiu, 2014; Steelman, 
Hammer & Limayem, 2014)2, its use has risen rapidly in IS conferences and in fields such as accounting 
(e.g., Brandon, Long, Loraas, Mueller-Phillips & Vansant, 2014; Farrell, Grenier & Leiby, 2017), 
management (e.g., Chua, 2013), marketing (e.g., Hur, Koo & Hofmann, 2015), and psychology (e.g., 
Gosling & Mason, 2014). 

However, using crowdsourced data is not without controversy. Some authors have cautioned that: “The 
time has come for organization researchers to begin seriously investigating whether the recent 
enthusiasm for crowdsourced data is warranted or desirable” (Harms & DeSimone, 2015, p. 189). Though 
the IS field encompasses more than just organization research, this call for action is still highly relevant. IS 
researchers must understand the risks and rewards of crowdsourced data and decide whether it is 
appropriate for their research questions. 

This work is further motivated by Steelman et al.’s (2014) comparison of crowdsourced data with other 
types of data. They found that MTurk samples generally provide data composition and quality equal to that 
of traditional approaches when adequate controls are put in place. Noting unanswered questions as to 
why non-U.S. participants led to different results, they called on future research to better understand 
MTurk workers’ characteristics and motivations and the method’s validity for other types of research 
designs and models.  

Building on their results, we review literature across several fields and examine the following questions 
regarding the use of MTurk data in IS research: 

1. Who are MTurk workers?  

2. What method biases may be exacerbated in MTurk data? 

3. Is MTurk data more appropriate for some IS research questions than others?  

4. If IS researchers gather MTurk data, how can they ensure its validity?  

This paper proceeds as follows: in Section 2, we examine the characteristics of MTurk workers and 
explore how these unique characteristics can generate method biases that may be amplified through data 
collection on MTurk. Based on this analysis, we present a 2x2 matrix to illustrate the types of IS research 
that are and are not amenable to MTurk data in Section 3. In Section 4, we offer a set of practical 
recommendations for researchers who wish to gather data on MTurk. Finally, in Section 5, we conclude 
the paper. 

2 MTurk Data and Method Bias 
Much literature outside the IS field has debated whether the use of MTurk data is legitimate or desirable. 
While advocates argue that such data is in many ways equivalent to, or even better than, traditional 
student and organizational samples (e.g., Landers & Behrend, 2015), others have advised caution (e.g., 
Fleischer, Mead & Huang, 2015; Woo, Keith & Thornton, 2015). Skeptics have warned that MTurk and 
traditional samples “really do differ both in terms of their quality and in the degree to which conclusions 
can be drawn from them” and argued that MTurk data are “not of much use” other than in “studies of job-
seekers, the recently terminated, [or] the chronically unemployed” (Harms & DeSimone, 2015). The 
Journal of Vocational Behavior even declines to publish research that uses crowdsourced data because 
they “may threaten the integrity of research samples and the validity of results” due to questions related to 

                                                      
1 While academic surveys and experiments are the focus of our discussion, most work completed on MTurk are “human intelligence 
tasks” (HITs) such as tagging pictures, transcribing documents, and testing websites. 
2 See Table 1 for a more complete list. 
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“the qualification and identification of respondents, authenticity of their responses, selection bias, 
representativeness of the sample, and the generalizability of the results” (Elsevier, n.d.). Thus, we must 
ask: is MTurk data appropriate for all areas of IS research? To answer this question, we first consider the 
characteristics of MTurk workers and the method biases associated with their context and composition. 

2.1 MTurk Worker Characteristics  

MTurk offers a diverse, ever-changing group of over 500,000 individuals (Bohannon, 2016) who mostly 
come from the US and India (MTurk-Tracker.com). Prior research reports that their demographics are 
similar to that of the general U.S. population (Paolacci, Chandler & Ipeirotis, 2010) and more diverse than 
standard Internet samples and typical U.S. college student samples (Goodman, Cryder & Cheema, 2013). 
MTurk also allows researchers to access otherwise hard-to-reach subjects (e.g., addicts; Smith, Sabat, 
Martinez, Weaver & Xu, 2015) and generalize to broader populations (Buhrmester, Kwang & Gosling, 
2011) and across cultures (Eriksson & Simpson, 2010), which avoids oversampling participants from 
WEIRD (i.e., Western, educated, industrialized, rich, and democratic) backgrounds (Henrich, Heine, & 
Norenzayan, 2010). Initial research on the validity of MTurk data focused on demographic and 
psychometric properties and found that samples typically met or exceeded the customary standards 
(Buhrmester et al., 2011; Goodman et al., 2013), which has led some to conclude that MTurk is no better 
or worse than student and organizational samples (Landers & Behrend, 2015). 

However, mounting evidence has found that MTurk workers do differ from U.S. community participants, 
such as in basic personality traits (i.e., higher in introversion and neuroticism; Feitosa, Joseph & Newman, 
2015; Gosling, Rentfrow & Swann, 2003). MTurk workers also value money more than time compared 
with U.S. community participants because, perhaps, a large proportion of workers are from low-income 
economies (Goodman et al., 2013) and the majority are underemployed or unemployed (Ross, Irani, 
Silberman, Zaldivar & Tomlinson, 2010).   

Though MTurk boasts over 500,000 members, the real number of active workers is likely much lower: 
between 15,059 and 42,912 (Fort, Adda & Cohen, 2011). A recent estimate using MTurk worker IDs from 
114,000 experimental sessions run over a three-year period by seven psychology labs in the US, Europe, 
and Australia has similarly placed the number of unique participants at around 30,000 (Bohannon, 2016).  

A non-trivial portion of the tasks completed on MTurk has been attributed to these professional workers 
who treat the site as a full-time job or primary occupation (Berinsky, Huber & Lenz, 2012; Harms & 
DeSimone, 2015). A recent MTurk sample found that the average participant (mean age = 35) completed 
958 tasks (SD = 1,539) over 26.1 hours (SD = 16.1) each week and that 47 percent considered MTurk a 
career (Deng, Joshi, & Galliers, 2016). A meta-analysis of 132 MTurk studies found that the top one 
percent of the most prolific workers were responsible for 11 percent of the completed tasks (Chandler, 
Mueller & Paolacci, 2014). Others have estimated that 20 percent of the active workers perform 80 
percent of the tasks (Deneme, 2009), which translates into 3,011 to 8,582 active Turkers (or 0.6 to 1.7% 
of all registered members) (Fort et al., 2011). The worldwide collaborative effort to estimate the effective 
MTurk research population similarly found that “the true number of Turkers that are willing to take part in 
an experiment at any one time is only about 7,300” (Bohannon, 2016). One likely member of this group is 
a U.S.-based stay-at-home mother, who has completed 20,000 academic surveys on MTurk in five years 
(i.e., averaging 11 surveys per day) while caring for her toddler son. She earns half of her income on 
MTurk mostly through completing academic surveys (Marder & Fritz, 2015). 

In Section 2.2, we discuss how the specific attributes of this anonymous MTurk workforce, if not 
addressed, can exacerbate several method biases that limit the validity of MTurk data and the techniques 
that one can use to alleviate them.  

2.2 Method Bias Resulting from Gathering Data on MTurk 

Method bias refers to the difference between the measured score and the true score and stems from one 
or more elements of the method (i.e., rater, instrument, procedure) used to obtain the measured score 
(Burton-Jones, 2009). If researchers fail to mitigate method biases, they may erroneously attribute results 
caused by the method to hypothesized effects. 

Data collected on MTurk, similar to those gathered using traditional methods, are subject to a variety of 
method biases. We highlight five key biases that we believe are particularly pertinent in the MTurk context: 
1) self-selection (by both eligible and ineligible participants), 2) non-independence, 3) attentiveness, 4) 
ability, and 5) social desirability. While some of these biases (e.g., self-selection by ineligible participants, 
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ability) have not typically been a significant concern in traditional IS samples, one must carefully manage 
and address them when using crowdsourcing markets such as MTurk. Though traditional samples are still 
subject to many of these biases, we argue that their extent and severity in MTurk data can be much higher 
due to the unique characteristics of the MTurk platform and its workers. 

2.2.1 Self-selection  

Since researchers usually cannot gather data from the entire population of interest, they typically seek a 
randomly selected sample, where any particular participant’s inclusion or exclusion is entirely due to 
chance (Yates, Moore & Starnes, 2008). Self-selection bias arises when individuals with certain 
characteristics select themselves into the study due to various motivations, which can lead to a biased 
sample (Winship & Mare, 1992). Though researchers have often discussed self-selection in the context of 
eligible participants’ selecting themselves into (or out of) a study, it also applies to ineligible individuals 
who misrepresent their identities or background to gain inclusion. We discuss these two types of self-
selection in turn. 

Self-selection by eligible participants: to understand how an MTurk worker chooses a particular task 
from all available tasks (over 100,000 at any given time per MTurk-Tracker.com), we take a deeper look at 
the MTurk platform and its online community (e.g., MTurk Forum, Turkopticon). At its core, MTurk is a 
marketplace for freelance individuals (i.e., independent contractors) who expect to be paid a fair amount 
for each task completed (Deng, Joshi & Galliers, 2016). Workers have autonomy over which tasks they 
choose and typically base this decision on the level of pay in relation to the time and effort required. This 
incentivized motivation creates an initial self-selection bias in both the MTurk platform and in which 
specific tasks a worker completes on the platform. Though money is not the only motivation for workers, it 
is the most prominent one. Research has shown that money, fun, and learning (in that order) are the 
primary motivating factors for MTurk workers (e.g., Behrend, Sharek, Meade & Wiebe, 2011; Litman, 
Robinson, Rosenzweig, 2015). However, regardless of worker motivation, the mechanism is the same 
(namely, self-selection).   

To help optimize their time and pay, MTurk workers as a collective have developed a variety of online 
tools and resources such as community forums, auto-completion techniques, and browser plug-ins to help 
search, select, and rate which tasks to complete. These third party forums typically provide a running list 
of threads that link to tasks on MTurk (Schmidt, 2015) and reviews about instructional manipulation 
checks, scales, and experimental conditions (Chandler et al., 2014; Gosling & Mason, 2015). Using these 
forums can influence workers’ behavior and, subsequently, affect sample composition and research 
results in that better-paying and less-effortful studies will attract workers who frequently visit such forums 
(Schmidt, 2015). Some forums report not only the rates of pay and the amount of time needed to complete 
tasks but also whether the study employs eligibility or data quality checks3 (Chandler et al., 2014). Seeking 
and disseminating information about the “worthiness” of studies in this way can lead to biased samples 
and pose a threat to a study’s validity (Gosling & Mason, 2015; Harms & DeSimone, 2015; Woo et al., 
2015)—especially those that rely on specific manipulation and validity checks for participation. These 
forums can also cause an unintended shift in the sample composition (Chandler & Shapiro, 2016). For 
example, Chandler et al. (2014) found an unusually high proportion of men in their MTurk sample, which 
they later attributed to a post about the study on Reddit, a website that more men than women frequent. 

Though self-selection may also be present in traditional samples such as with student participants’ sharing 
their experience with others after their completion, MTurk workers share information “in a more 
systematic, permanent, and searchable manner, with more dramatic consequences for data validity” 
(Chandler et al., 2014). We next examine self-selection by ineligible participants, which can present an 
even greater challenge to MTurk data. 

Self-selection by ineligible participants: existing IS studies have not closely examined ineligible 
participation due possibly to its not being a prominent concern in traditional IS samples and research 
designs since researchers typically have reasonable knowledge of and control over which participants are 
included4. For example, an investigator who gathers student data can target either specific types of 
students (e.g., IS majors) or the broader student body. Similarly, researchers who desire an organizational 

                                                      
3 Forum moderators typically monitor for individuals posting detailed information about a task (e.g., attention checks) that may 
invalidate future work when possible. 
4 Ineligible participation has been a significant concern in medical fields, where researchers have long dealt with participants in 
medical trials who falsify their inclusion criteria—especially when these requirements are explicitly stated (Kramer et al., 2014). 
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sample can work with their contacts in participating organizations to identify appropriate respondents (e.g., 
programmers, project managers) or directly recruit participants using membership directories from industry 
or professional associations (e.g., ACM).  

The lack of attention to ineligible participation may also be related to the fact that, in contrast to the 
payment mechanism on MTurk, many IS research designs that use traditional samples (e.g., students) 
often provide non-financial incentives (e.g., extra course credit) that may have limited appeal to an 
ineligible person who may seek inclusion. While this fact certainly does not imply that all the participants in 
traditional IS samples are definitively eligible, we do argue that researcher control, participant anonymity, 
and incentive mechanisms differ with MTurk compared to traditional student or organization samples.  

Prior research indicates that data from non-U.S. workers can have poor quality (Feitosa et al., 2015) and 
even fail to support long-established theories (e.g., TAM; Steelman et al., 2014), which is a major concern 
given the high percentage of non-U.S. workers on MTurk (Paolacci et al., 2010). Therefore, researchers 
have recommended that one should use U.S.-only MTurk samples until the causes of these differences 
are determined (Steelman et al., 2014). However, filtering non-U.S. workers out of the sample using an 
MTurk country-of-origin screen can be problematic because they can access several websites that show 
them how to set up fake addresses and accounts to make themselves eligible for U.S.-only studies 
(Harms & DeSimone, 2015). Indeed, research has shown that a significant proportion of self-described 
U.S. participants misrepresent their country of origin (e.g., Berinsky et al., 2012; Feitosa et al., 2015; 
Rand, 2012). Since the MTurk platform is built around worker anonymity, researchers cannot easily 
establish participant eligibility, which is highly important in certain types of research.  

Besides country of origin, anonymity also makes an MTurk worker’s employment status unverifiable. For 
many workers, MTurk is their primary source of income (Paolacci et al., 2010), and many report that they 
are “employed” part-time or full-time, which means they are either interpreting working on MTurk as 
employment or simply misrepresenting their identities in order to participate and receive pay (Harms & 
DeSimone, 2015; Smith et al., 2015). Thus, using self-report questions to screen workers’ employment 
status and type may be ineffective (Siegel, Navarro & Thomson, 2015).  

In sum, though the same factors (e.g., money) motivate both self-selection types on MTurk and though 
both are undesirable, ineligible participants, who are typically not an issue in traditional IS samples, can 
be particularly problematic if the research requires relevant background knowledge to ensure data validity. 
While MTurk workers are no more dishonest than participants in traditional samples (Chandler & Shapiro, 
2016), the anonymity and incentives built into the MTurk platform do reduce researcher control and 
provide a fertile ground for identity falsification and self-selection.  

2.2.2 Non-independence 

Non-independence arises when observations in a sample or across samples are not independent from 
one other (Kenny & Judd, 1996). Since third party sites offer workers a place for social connections (Deng 
et al., 2016), data collection on MTurk will always be somewhat of a snowball method in that at least a 
subset of participants will have weak social ties with each other, which may raise concerns of non-
independence across observations in a sample (Schmidt, 2015). However, such social ties among 
participants may be present in traditional samples as well. 

Non-independence can be further exacerbated when a small percentage of workers complete a 
disproportionately large number of tasks as on MTurk (e.g., Chandler et al., 2014; Deneme, 2009; Fort et 
al., 2011). Berinskey et al. (2012) found that, even in their own set of seven studies conducted in a four-
month period, 30 percent of their total sample appeared in at least two of the studies and two percent 
were present in five or more. These individuals create a significant concern for non-independence not only 
across other researchers’ studies but also across one’s own repeated data collections.  

Concerns for non-independence can also exist across studies in the form of practice effects and 
participant non-naïveté (Chandler et al., 2014). MTurk constantly presents workers with opportunities to 
participate in academic studies. In fact, 98.2 percent of MTurk respondents in a recent survey reported 
such prior experience (Deng et al., 2016). Though an undergraduate student in the US may be about 
4,000 times more likely than an average U.S. person to participate in a research study (Henrich et al., 
2010), a survey of both college students and MTurk workers (Rand et al., 2014) found that the median 
Turker participates in more experimental studies in a week (20 per week or 300 in total) than the median 
traditional lab subject does in a lifetime (15 in total or 1 per week).  
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Since researchers typically assume that participants are naïve about the method, instruments, or 
manipulations in the study (Burton-Jones, 2009), repeated exposure can have significant implications for 
the validity of the results (e.g., reduction in effect size)—especially in studies that use foundational 
measures or classical experiments (Chandler et al., 2014; Chandler & Shapiro, 2016). For example, 
research has found MTurk worker performance on cognitive tasks to correlate with the number of tasks 
they have completed (Chandler et al., 2014). Repeated exposure to attitudinal measures also provides 
participants with an opportunity to elaborate on their beliefs and change subsequent responses (Sturgis et 
al., 2009). Having observed a change in her own survey performance, one professional survey taker 
noted that: “It’s hard to reproduce a gut response when you’ve answered a survey that’s basically the 
same 200 times” (Marder & Fritz, 2015). Other workers report increased self-awareness, such as a better 
grasp of their political and religious attitudes, through research participation. One worker said: “You just 
can’t fill out 40,000 surveys and not get a better sense of what you do and don’t think” (Marder & Fritz, 
2015). Even the percentage of workers who correctly answer attention check questions has significantly 
increased over time (Chandler et al., 2014). Indeed, it would be hard not to if one has encountered the 
“Have you ever had a fatal heart attack?” question hundreds, if not thousands, of times before (Marder & 
Fritz, 2015). 

In sum, non-independence can be a more significant problem in MTurk data than in traditional samples 
both across repeated data collections in the same study and across different studies. Though perhaps 
less of a concern for an individual researcher who gathers MTurk data, the cumulative effect of building a 
research stream (e.g., TAM) or a field (e.g., marketing) with data from a small group of MTurk workers can 
be an alarming prospect for an academic field as a whole (Marder & Fritz, 2015). 

2.2.3 Attentiveness 

Attentiveness is a function of a rater’s motivation (Podsakoff, MacKenzie, & Podsakoff, 2012). It can range 
from occasional lapses in attention to intentional random responses throughout a survey (Huang et al., 
2015). Attentiveness is not a problem limited to professional MTurk workers, though they are known for 
providing inferior-quality data (Mason & Suri, 2012). In a rush to complete tasks quickly and maximize 
income, these workers are less likely to make the necessary cognitive effort to provide accurate answers 
and, thus, are more prone to using a smaller range of answers than casual users do, which can result in 
greater peakedness in the distribution (Deneme, 2009).   

According to Fleisher et al. (2015), 15 to 20 percent of MTurk participants respond carelessly and fail data 
validity checks; in some instances, this ratio can reach as high as 42 percent. Another researcher has also 
reported rejecting about 20 percent of American and 50 percent of Indian worker responses for the same 
reason (Bohannon, 2011). Such widespread inattentiveness can produce systematic bias that inflates 
correlations between variables, increases type I error rates, and threatens the internal validity of findings 
(Huang, Curran, Keeney, Poposki, & DeShon, 2015).  

Evidence continues to mount that crowdsourcing workers consistently multitask during their participation 
by watching TV, listening to music, sending instant messages, or using their cellphone while completing 
tasks (Chandler et al., 2014; Clifford & Jerit, 2014). One professional survey taker, a young mother, 
worked on MTurk “while negotiating her toddler’s milk bottles and giving him hugs” (Marder & Fritz, 2015). 
Though such distraction and inattentiveness may be less of a concern for a survey study that comprises 
randomized items, it can be a particular challenge for experimental research with a complex cognitive or 
learning element that requires reaction times or manipulation checks. Unfortunately, unlike lab settings, 
researchers have reduced control in online studies and must take additional measures to address this 
concern.  

Though researchers recognize the need to identify inattentive workers (e.g., Crowston, 2011), these 
workers do not typically respond with robotic-style answers and are not easily detectable using existing 
methods. The effectiveness of attention checks diminishes over time (Chandler et al., 2014), especially for 
workers who see them possibly dozens of times each week (Marder & Fritz, 2015). In fact, even in our 
own research, we have had varied success with many of these screening methods and quality checks 
because workers typically know about and search for them in advance (through their own experience or 
via reviews on third party websites posted by prior participants) and specifically monitor them while 
ignoring or skimming over focal items.  

To be fair, everyone’s life has distractions. Though participants in traditional samples (e.g., students who 
fill out a survey in a classroom or perform a task in a lab, employees who complete a survey at work) may 
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also be subject to inattentiveness, its variety, extent, and severity is likely lower and more remediable 
through research design. In addition, traditional student and organizational participants typically do not 
know the various quality control checks in advance or as easily as many MTurk workers do, and survey 
respondents in a traditional sample typically have no incentive to speed through the questions so as to 
move onto the next (paid) task.     

2.2.4 Ability 

Ability bias occurs when a rater has difficulty understanding instructions or questions or performing 
required tasks (Podsakoff et al., 2012). As we discuss above, ineligible participants who have nonetheless 
selected themselves into a study often lack the necessary background to provide valid responses (e.g., a 
non-smoker completing a survey of smokers), which creates an ability-related bias.  

This bias also results from the diverse MTurk population, which comprises workers with varied abilities. 
With an anonymous platform, researchers have little information about worker ability and must rely on 
workers’ prior approval ratings, which only indicate the percentage of tasks they have completed 
successfully. Though most research on MTurk uses English, researchers have found that non-native 
English speakers produce poor-quality data (Deneme, 2009; Feitosa et al., 2015; Mason & Suri, 2012). In 
particular, Indian workers struggle with reverse-coded items and instructional manipulation checks (Litman 
et al., 2015), which evidences key language issues (Chandler & Schapiro, 2016). Because those low in 
verbal ability tend to respond in a non-differentiated manner (Krosnick, 1999), many non-native English-
speaking workers may not be able to comprehend instructions and survey items, which leads to ability-
related response biases (Podsakoff et al., 2012).   

In sum, researchers who use traditional methods can reasonably manage ability bias with their research 
design and choice of participants. However, these controls are often unavailable or more difficult to 
implement on an anonymous platform such as MTurk. 

2.2.5 Social Desirability 

Social desirability bias occurs when a rater responds negatively to socially undesirable traits or positively 
to desirable traits in an untruthful fashion (Nederhof, 1985). While MTurk workers’ anonymity may 
encourage them to respond truthfully and, thus, reduce social desirability, other aspects of MTurk may 
serve to heighten concerns for such bias in relation to traditional samples. For example, since workers 
only receive pay after the task requester (researcher) has approved their work, they may respond in ways 
that they think the requester desires to ensure payment (McGonagle, 2015). A requester’s denying a 
worker’s submission (which means the worker does not receive pay) reduces the worker’s approval rating, 
which many studies use as a primary filter and requirement and has direct implications on the future tasks 
available to the worker in the marketplace. 

Similar to participant eligibility and ability issues, social desirability becomes a larger problem for those 
who frequent third party forums. Workers with prior knowledge about the study, requirements, and 
research objectives may falsify their data in order to receive a pay incentive for their time completing a 
biased survey. While biased or falsified responses may also affect traditional samples, the presence of a 
similar system to share information across the population, along with a payment mechanism that requires 
the task requester’s approval, represents a unique challenge to MTurk data. 

In summary, though traditional samples may also suffer from some of the method biases we examine 
here, MTurk greatly exacerbates them due to the characteristics of the platform, its workers, and its 
community. The one underlying factor for each of these biases is financial incentive: it is primarily because 
of money that workers join MTurk and select themselves, regardless of eligibility, into a study (self-
selection) or multiple phases of the same or similar research (non-independence) and speed through a 
study to quickly move on to the next task (attentiveness) even when they lack the verbal skills to 
understand instruction and questions (ability). Workers may also respond to questions in ways that they 
think will ensure payment (social desirability). Thus, financial gain is the primary motive of MTurk workers, 
which is exacerbated by a cloak of anonymity and access to other community members with similar goals. 

Could these biases be so problematic that they render the MTurk platform infeasible for certain research 
topics? We examine this question in Section 3 and discuss the types of research questions that are and 
are not amenable to MTurk data. 
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3 MTurk Data and the Research Question 
Each sampling strategy has implications for both internal and external validity (Landers & Behrend, 2015). 
In many cases, the internal validity of the results rests on sampling specific populations (McGonale, 2015). 
In these situations, the underlying assumptions and boundaries of the research question are essential. In 
this section, we develop a 2x2 matrix based on Zhu, Barnes-Farrell, and Dalal’s (2015) categorization of 
research questions and illustrate the appropriateness of MTurk data for each cell.  

3.1 “Generalizing” vs. “Contextualizing” Research 

Broadly speaking, research questions can span the continuum that ranges from “generalizing” to 
“contextualizing” (Zhu et al., 2015). We argue that, while MTurk samples may be appropriate in a 
generalizing study in which one investigates generic attitudes and behaviors (e.g., TAM, Steelman et al., 
2014), they can threaten the validity of the results in a contextualizing study in which the particular setting 
and the identity of the participants are critical (Zhu et al., 2015). 

For example, if a researcher examines a cross-cultural phenomenon or one that requires a broad range of 
socioeconomic statuses (Woo et al., 2015), such as social media adoption and use, then MTurk 
represents a legitimate or even an ideal source of data. However, if one studies IT employee burnout in 
Silicon Valley firms and does not seek to generalize to the overall IT workforce, sourcing participants from 
that particular population of interest is indispensable to the study’s internal validity. It would be 
inappropriate to recruit MTurk workers whose employment status and professional background are not 
verifiable. Woo et al. (2015) recommend that researchers should avoid MTurk if participants’ 
misrepresenting their identities would invalidate their studies. 

Since participant eligibility and ability are critical in contextualizing work such as alignment (e.g., Reich & 
Benbasat, 2000) and other organizational IS research, these concerns may restrict such studies to only 
using samples from actual organizations. Even researchers who advocate using MTurk data (e.g., 
Landers & Behrend, 2015) acknowledge that there exists scant evidence that demonstrates the 
usefulness of crowdsourced data in research on organizational issues. Little wonder the Journal of 
Vocational Behavior cites challenges in “qualification and identification of respondents” as a reason to not 
publish crowdsourced data. 

A major strength of organizational samples is that researchers can be reasonably confident that the 
respondents actually work for that organization (McGonagle, 2015) and have the necessary background 
and ability to respond to questions. Researchers may also establish what jobs the participants hold and, 
with careful design, verify which work unit they work in and other pertinent job-related information (Jia & 
Reich, 2013).   

Of the five method biases we discuss above, ineligible participation and ability biases likely present the 
greatest challenges when using MTurk data in contextualizing studies. MTurk may be better suited for 
generalizing research that imposes less stringent criteria for inclusion.   

3.2 Diverse vs. Shared Cognition 

One can also categorize research questions along a second continuum that ranges from “diverse” to 
“shared” experiences (Zhu et al., 2015). If a study is on the former end of the continuum (i.e., one 
interested in understanding how people with different experiences and backgrounds exhibit the same 
psychological processes, such as how individual perceptions of a technology influences adoption), then 
using an intentionally diverse sample can rule out context-specific explanations and enhance external 
validity (Zhu et al., 2015). In this case, crowdsourced samples may be desirable given the workers’ varied 
past experiences. 

However, if the research focuses on “psychological processes that need participants to have a shared 
experience, such as emergence of culture or leadership”, then it would require one to use “an 
organizational sample wherein employees experience the same event” (Zhu et al., 2015, p. 230). Such is 
the case for research on employees’ shared cognition or perceptions in IT teams (e.g., Faraj & Lee, 2000; 
Guinan, Cooprider & Faraj, 1998; Jia & Reich, 2013).  

In studies of shared mental models, advantages of organizational samples over crowdsourced data are 
again clear: one can gather data from multiple raters from the same work unit and assess sharedness 
across responses. As a marketplace of independent, anonymous workers, the current MTurk platform 
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does not support data collection from an organization that exists outside MTurk5. This limitation concerns 
the platform itself and does not relate to the method biases we discuss above.    

3.3 A 2x2 Matrix  

The 2x2 matrix (Figure 1) depicts the two continua and the appropriateness of MTurk data in different 
types of inquiry. Given the potential for heightened method biases in MTurk data (particularly self-
selection by ineligible participants and participant ability) and the nature of the MTurk platform as a 
marketplace of individual workers, MTurk is not recommended for research on participants’ shared 
cognition in a specific context (cell III). However, research that deals with diverse cognition and is 
generalizing to a wider population can be a great opportunity to use MTurk data (cell I). Researchers 
should exercise caution with topics in the other two cells, explicitly justify why they used MTurk data, and 
describe the subsequent controls and techniques they used to address any potential validity concerns. To 
further explain the matrix, we present a single IS research stream (i.e., TAM) that spans all four cells 
depending on the nature of the research question. We discuss the appropriateness of using MTurk data in 
each cell and then use the matrix to categorize existing IS work that has used MTurk data. 

 

 

 

Generalizing 
study 

 

Cautioned 

 

Appropriate 

 IV   I

 III  II

 

 

 

Contextualizing 
study 

Not 
Recommended 

 

Cautioned 

 

 Shared cognition Diverse cognition 
 

Figure 1. Is MTurk Data Viable for Your Research Topic?

3.3.1 Cell I: Generalizing Study, Diverse Cognition  

Early TAM research (e.g., Davis, 1989; Davis, Bagozzi & Warshaw, 1989) focused on how perceived 
usefulness and ease of use influence user intentions. The research generalized to a variety of users and 
technologies and dealt with diverse individual cognition. The research questions imposed few 
requirements on participant eligibility and ability: participants did not need to work in the same 
organization or have experience with the examined technologies. Therefore, one could replicate the core 
TAM theory (e.g., Steelman et al., 2014) via MTurk and provide both empirically and theoretically valid 
results.  

3.3.2 Cell II: Contextualizing Study, Diverse Cognition  

As research on TAM expanded, researchers began to contextualize the theory. For example, Brown and 
Venkatesh (2005) examined Internet adoption in households. Their focal research question concerned not 
only those who had adopted technologies in their households but also those who had chosen not to adopt. 

                                                      
5 However, an experimental researcher could conceivably recruit an ad hoc group of MTurk workers, introduce some stimuli, and 
then examine the shared cognition that may arise in the group. 



310 Using Mechanical Turk Data in IS Research: Risks, Rewards, and Recommendations

 

Volume 41   Paper 14  
 

While MTurk does offer a diverse set of individuals, no worker on MTurk could credibly claim to be a non-
adopter, which would undermine an MTurk sample’s validity due to the absence of non-adopters in the 
sampling frame. The lack of external validity resulting from the selection bias in the MTurk data would 
prevent a valid test of the research question. 

However, if the level of contextualization is such that including MTurk workers in the sample would be 
theoretically possible due to their known characteristics (e.g., Internet use, country of origin), researchers 
may be able to justify using MTurk data by carefully creating and reporting the design methods used to 
validate their inclusion in the sample (see examples in Section 4). 

3.3.3 Cell III: Contextualizing Study, Shared Cognition  

As the TAM literature matured, research questions became further contextualized and involved shared 
perceptions. For example, Venkatesh and Sykes (2013) used social network analysis to examine the 
adoption of Internet kiosks in rural villages in India. In this study, villagers had to be familiar with not only 
the context but also other participants in the study. Therefore, the research question relied on a highly 
context-specific sample of villagers with shared cognition regarding the use of the specific Internet kiosks. 
Due to potential for ineligible participation, it would be inappropriate to use an MTurk sample regardless of 
whether it provides psychometrically sound data or confirming evidence for TAM.  

3.3.4 Cell IV: Generalizing Study, Shared Cognition  

As mounting evidence pointed to the power of social influences in guiding IT adoption and use (e.g., 
Venkatesh, Morris, Davis, & Davis, 2003), subsequent TAM research began to study social impacts in 
groups. Sykes, Venkatesh, and Gosain (2009) investigated how peer support in one’s social network 
influences whether one adopts and uses an organizational system. While the research question involved a 
generalized approach, it required the individual respondents to have shared cognition of their environment 
to construct a valid social network map. Since MTurk participants are anonymous and independent, one 
could not construct a network map. Therefore, while MTurk does allow researchers to tap a diverse set of 
perceptions from individuals, MTurk data brings significant validity issues when examining a research 
question concerning shared cognition. 

Although shared cognition presents a significant problem in using MTurk data because it requires both the 
focal and aggregate participants to be eligible for the study, research that uses a quasi-experimental 
design to create short-term, small-group trials in an online environment (e.g., Horton, Rand, & 
Zeckhauser, 2011) might use MTurk participants successfully. However, in examining shared cognition 
that exists with more specificity (e.g., witnesses of the Tunisian uprising), at a higher level (e.g., 
department or organizational), or over a longer time period (e.g., outsourcing relationships), researchers 
should take specific measures to ensure participant eligibility. 

3.3.5 Implications of the Matrix 

Based on the above set of examples, we argue that researchers should not accept MTurk as a data-
collection tool without first examining the nature of the research question. Fields that have largely 
embraced crowdsourced data (e.g., marketing) are primarily situated in cell I and typically focus on 
generalizing studies of individuals with diverse attitudes, which impose minimal participant eligibility and 
ability requirements. Fields that go beyond cell I (e.g., organizational research) have exercised more 
caution with crowdsourced data due to concerns of participant eligibility and ability in an anonymous 
crowd, which explains why some of their outlets (e.g., Journal of Vocational Behavior) reject 
crowdsourced data. 

As this set of TAM examples shows, IS research questions span all four cells: they cover both 
generalizing and contextualizing research questions that involve diverse and shared cognition. Therefore, 
IS researchers must examine their research question to ensure that crowdsourced data is a good fit for 
their specific study. This is particularly important for studies in cells II, III, and IV, which require additional 
measures to ensure data validity. Researchers should explicitly discuss their strategies to mitigate method 
biases and clearly present the rationale and justification to readers.  

Table 1 summarizes publications in top IS journals that have used MTurk participants in survey-based, 
quantitative research designs. These papers span cells I and II, and the authors exhibit varied levels of 
awareness of the biases typically associated with MTurk data. A separate keyword search of “Mechanical 
Turk” in ICIS, AMCIS, and PACIS proceedings yielded another 155 papers (as of March 2017). Therefore, 
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we can expect many more studies that use MTurk data to appear in top IS journals in the near future. We 
hope this discussion provides researchers and reviewers with a useful guide to use and evaluate MTurk 
data across a variety of research questions. 

Table 1. MTurk-related Research in Senior Scholars’ Basket and Other AIS Journals 

Author Journal Research focus 
Location 

in the 
matrix 

Method bias 
discussed 

Mamonov & 
Koufaris (2014) 

Communications of 
the AIS 

The impact of privacy breaches on mobile phone users’ 
attitudes and intentions to terminate their relationship.

Cell I None 

Steelman et al. 
(2014) MIS Quarterly A replication of TAM models in student samples, 

professional panels, and online crowdsourcing workers.
Cell I Attentiveness, self-

selection

O’Leary et al. 
(2014) MIS Quarterly 

The impacts of actual and perceived proximity on 
relationship quality in collocated and virtual team 
members.

Cell II Ability, attentiveness

Soror, Hammer,  
Steelman, Davis, & 

Limayem (2015) 

Information 
Systems Journal 

The effect of mobile phone use habits and self-
regulation on mobile phone use and negative 
consequences.

Cell I 
Attentiveness, non-

independence, 
social Desirability

Kehr, Kowatsch, 
Wentzel, & Fleisch 

(2015) 

Information 
Systems Journal 

The effect of general privacy concerns, general 
institutional trust, and affect in privacy calculus 
estimations

Cell I Attentiveness 

Chen & Horton 
(2016) 

Information 
Systems Research 

The behavioral response to wage changes in online 
labor markets. Cell II 

Attentiveness, non-
independence, self-

selection 

Jenkins et al. 
(2016) 

Information 
Systems Research 

The effect of dual task interferences on the interrupting 
task. Cell I None 

Baird, Miller, 
Raghu, & Sinha 

(2016) 

Information 
Systems Research 

The impact of piracy controls and product line 
extensions on welfare in a consumer software market 
context.

Cell I Attentiveness 

Lowry, Zhang, 
Wang, & Siponen 

(2016) 

Information 
Systems Research 

Examination of adult cyberbullying on social media 
platforms. Cell II 

Ability, attentiveness, 
non-independence, 

self-Selection, social 
Desirability 

Lowry & Wilson 
(2016) 

Journal of Strategic 
Information 

Systems 

The influence of IT service climate on IT service quality 
and IT agility in organizations. Cell II Attentiveness, self-

selection 

Deng & Joshi 
(2016) Journal of the AIS Examination of individual motivations to participate in 

micro-task crowdsourcing platforms.
Cell II None 

Hibbeln, Jenkins, 
Schneider, 
Valacich, & 

Weinmann (2017) 

MIS Quarterly Examination of user emotions through mouse-
movement estimations. Cell I Ability 

Note: we exclude studies that involve MTurk workers but do not use them as participants in survey-based quantitative research (e.g., 
Deng et al., 2016; Kane & Ransbotham, 2016) from this summary. 

In sum, we do not argue that crowdsourced data is invalid. To the contrary, we believe that crowdsourced 
platforms such as MTurk can be an efficient tool for many research questions. However, concerns over 
certain method biases (e.g., participant eligibility, ability) may prevent one from using MTurk data in 
certain types of research. After all, the research question should drive the sampling strategy rather than 
the sheer convenience that a particular method may provide. Next, we make some practical 
recommendations for researchers who use MTurk in their designs. 

4 Practical Recommendations for Gathering MTurk Data 
Researchers who have considered the risks and rewards and elected to use crowdsourced data should 
work to ensure the validity of their research design and clearly present their methods and related 
decisions to reviewers. In Table 2, we present a set of safeguards that one can implement before, during, 
and after collecting data to help minimize method bias. These suggestions are specific for users of the 
MTurk platform and complement general recommendations for data collection. 
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Table 2. Recommendations for Collecting Data on MTurk

Timing Recommendation Bias addressed Rationale 

 
Before 
data 

collection 

Screen participants by IP address 
and restrict access to specific areas 
(e.g., US). 

 Self-selection 
 Ability   

 Non-U.S. participants may lead to different conclusions 
(Steelman et al., 2014). 

 Less fluent non-native English speakers produce low-
quality data (Feitosa et al., 2015). 

 However, this screen is not always effective (Harms & 
DeSimone, 2015). 

Offer moderate compensation.  Self-selection 

 Higher pay does not necessarily lead to better data quality 
(Smith et al., 2015) and may attract a disproportionate 
number of professional workers and incentivize non-U.S. 
workers to misrepresent their identity (Schmidt, 2015). 

 Lower pay may prolong data-collection periods 
(Buhrmester et al., 2011; Steelman et al., 2014). 

Restrict participants to those with 
high approval ratings on MTurk. 

 Attentiveness 
 Ability 

 Workers with an approval rating of 95 percent or higher 
tend to produce higher-quality work (Peer, Vosgerau & 
Acquisti, 2014). 

Warn participants that inattentive 
respondents will not be paid6.  Attentiveness 

 Participants who fail to receive payment will receive a 
negative mark on MTurk, which likely affects their ability to 
get work in the future (Fleischer et al., 2015). 

Revise items to use neutral 
wording.  Social desirability 

 This strategy is one of many that Nederhof (1985) 
recommends to mitigate this bias. 

During 
data 

collection 

Explain the importance of the 
study.  Attentiveness 

 This recommendation may reduce inattentive responding 
(Fleischer et al., 2015; Goodman et al., 2013). 

Filter eligible and ineligible 
participants into different areas of 
the study based on their individual 
characteristics or identities. 

 Self-selection   
 Social desirability  

 This recommendation may reduce participants’ motivation 
to misrepresent their identity (since they will get paid either 
way) though this strategy may increase the overall cost of 
data collection (Smith et al., 2015). 

Gather a large sample.  Attentiveness  
 Self-selection 

 A large sample (e.g., n > 800) can keep the proportion of 
professional workers low (Harms & DeSimone, 2015). 

Embed quality-control measures 
 attention checks, and 
 comprehension checks. 

 Attentiveness 
 Ability 

 These measures may reduce inattentive responding 
(Goodman et al., 2013). 

 However, such measures are likely less effective with 
experienced workers (Marder & Fritz, 2015). 

Include additional questions (e.g., 
qualitative) to establish participant 
identity and ability. 

 Ability 
 Self-selection 

 Additional questions allow the researchers to further 
assess whether participants are appropriate for the sample.

 
After  
data 

collection 

Remove all responses that fail 
quality control. 

 Attentiveness  
 Ability 
 Self-selection 

 This recommendation can improve data quality (Harms & 
DeSimone, 2015). 

Use workers’ IDs to remove those 
who have responded in more than 
one phase of a multi-phase study 
or prior study. 

 Non-independence
 Self-selection 

 This recommendation can reduce non-independence 
between samples (Berinsky et al., 2012) 

 This recommendation can limit participation by professional 
workers. However, it may also eliminate prior participants 
who are not professional workers (false positives) (Aust, 
Diedenhofen, Ullrich, & Musch, 2013). 

Additionally, researchers who find their work positioned in potentially inappropriate cells should further 
detail and justify their approach to reviewers and readers. For example, verifying an individual’s 
employment status on MTurk requires additional efforts and controls in place to provide adequate 
evidence because self-reported employment status is unreliable (Siegel et al., 2015). Approaches to 
consider may include asking for a verifiable work email address7. In order to ensure participants’ identities 

                                                      
6 Note that some institutional review boards (IRB) may view this practice as violating participants’ right to withdraw without penalty or 
loss of benefit (Fleischer et al., 2015) as outlined in Withdrawal of Subjects from Research Guidance (2010) from U.S. Department of 
Health & Human Services (http://www.hhs.gov/ohrp/policy/subjectwithdrawal.html). Due to these human subject rules, many 
researchers pay all participants, including the inattentive ones (e.g., Crowston, 2012).   
7 While this method may provide the necessary validation, it violates Amazon’s terms of service for the MTurk platform (see 
https://requester.mturk.com/help/faq#restrictions_use_mturk). In studies where participant validation is critical, researchers may wish 
to use a crowdsourcing platform designed with less worker anonymity (e.g., uTest, SurveyMonkey; Lease et al., 2013). 
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and abilities, researchers might collect detailed qualitative insights from them (e.g., their job roles) and use 
this information to rigorously validate their responses. 

The burden of proof is on researchers to demonstrate how they have addressed method biases in their 
research design and data analysis. If they fail to adequately address these biases, reviewers could 
reasonably request additional data collection from a traditional sample to provide corroborating evidence. 

5 Concluding Remarks 
Deciding whether a sampling strategy is acceptable or desirable often requires both theoretical and 
empirical considerations. While MTurk samples may provide satisfactory psychometrics and demographic 
compositions (e.g., Steelman et al., 2014), few have examined the theoretical validity itself of using a 
crowdsourced sample for their specific research questions. 

In this paper, we examine the characteristics of the MTurk platform and its workers and discuss how they 
can exacerbate a set of method biases compared to traditional sampling techniques. Of particular concern 
are participant eligibility and ability, which likely pose the greatest challenges to “contextualizing” studies. 
We also note that research on “shared cognition” in organizations cannot use MTurk data due to the 
platform’s independent and anonymous nature. In these situations, the potential benefit from a convenient 
crowd may be offset by the internal validity issues it creates. 

However, MTurk data may be more appropriate for “generalizing” studies that investigate a generic 
attitude or behavior exhibited by people with “diverse cognition”. In these situations, crowdsourced data 
are likely appropriate (e.g., Reis & Gosling, 2010), though researchers still need to be aware of the 
increased risks for non-independence, attentiveness, and social desirability biases in such data vis-à-vis 
traditional samples.  

Note that we describe the continuum between generalizing and contextualizing studies in relative terms 
because there is no fine line between them. Steelman et al.’s (2014) results offer such a cautionary tale: a 
seemingly generalizing TAM study can end up appearing quite contextualized when the model is 
supported by U.S.-based workers,but not by the worldwide MTurk sample. Is TAM more culture specific 
than we realize? Or do the differing results arise due to the biases from non-U.S. workers? Which is the 
problem: the theory or the MTurk data? 

If TAM turns out to be culture specific, we may have to ask ourselves to what extent other IS theories also 
suffer from U.S.-centric parochialism (e.g., Boyacigiller & Adler, 1991) and have implicit cultural 
assumptions not applicable elsewhere. Before we can answer that question, researchers will experience 
uncertainty when using MTurk samples—particularly worldwide ones. Ironically, excluding non-U.S. 
workers from our samples could only perpetuate parochialism in our research. Regardless, we must be 
sensitive to cultural differences that may affect how MTurk workers interpret and answer questions (Smith 
et al., 2015). 

Each sampling strategy brings its own risks and rewards along multiple dimensions in terms of both 
internal and external validity (Landers & Behrend, 2015). A sample that best answers a research question, 
regardless of its convenience, is the best sample (Vogt, Gardner & Haeffele, 2012). Despite the 
temptation to collect data quickly and inexpensively, we must understand the participants in these online 
populations and ensure we use them for both their value and representativeness, not merely their 
convenience (Rapp & Hill, 2015). In cases where it is sensible to use MTurk data, researchers must take 
steps to ensure data quality and report data-gathering and cleansing procedures in a detailed way to 
ensure future replication.  

While we focus on the methodological and theoretical concerns related to gathering MTurk data in this 
paper, it involves significant ethical issues as well (e.g., low pay in an unregulated labor market). While 
some reports have begun to provide an initial look into the value that MTurk workers see in tasks and 
what academics can do to provide more ethical treatment for the workers (Deng et al., 2016; Marder & 
Fritz, 2015), we clearly need more research to better understand when and how crowdsourced data 
constitutes a viable sampling strategy for IS research and ensure the viability of this platform for future 
studies. We hope this paper stimulates discussion on this important issue and provides researchers a set 
of questions to ask themselves when planning their next study. 
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