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Abstract 

Predicting stock price movement direction is a challenging task for financial 

investment. Previous researches focused on investigating the impacts of external 

factors (e.g., big events, economic influence and sentiments) in combination with the 

historical price to predict short-term stock price movement, while few researches 

leveraged the power of various relationships among enterprises. To bridge this gap, 

this research proposes power vector model and influence propagation model to mine 

the rich information in constructed Enterprise Knowledge Graph (EKG) for price 

movement prediction. In addition, Deep Neural Network (DNN) is introduced to train 

the model. The proposed model shows good prediction performance on the dataset of 

China top 500 enterprises. 

Keywords:  Enterprise Knowledge Graph, Stock Price Movement Direction Prediction, 

Influence Propagation, Deep Neural Network 

 

Introduction 

Enterprise Knowledge Graph (EKG) has been successfully applied in the financial field recently given 

its advantages in covering enterprise relationships. For instance, in 2016, EKG was utilized in 

investment consulting for securities companies (Ruan et al. 2016). In 2017, researchers studied  EKG’s 

application in mining investment relationships between enterprises and organizations based on the path-

searching method (Hu et al. 2017). Here we explore a new EKG application in short-term stock price 

movement direction prediction. 

It has been proved that part of enterprises’ interaction will impact their business performance, like the 

cooperative and competitive relationships’ influence according to research (Gnyawali et al.2001). On 

account of that the stock price can reflect the enterprise’s business performance, we believe relevant 

enterprise will influence the focal enterprise’s stock price.  

In our model, we solve the problem of calculating and integrating influence among enterprises in a 

complex business network including diverse relationships. We utilize EKG analysis to calculate the 

influence of specific relationship from the relevant enterprise. Based on research (Adebiyi et al. 2014), 
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we integrate influence from all relevant enterprises in combination with the historical stock price to 

predict the short-term price movement direction in the future. This research employs Influence 

Propagation Model to calculate influence between any given two enterprises in EKG, and in addition 

adopts DNN (Deep Neural Network) to integrate influence from several relevant enterprises.  

In the following section 2, we will state our related work. In section 3, we will explain the model’s 

framework in detail. In section 4, EKG’s construction and representation will be stated. Section 5 

present how to calculate the influence of relevant enterprises and utilize them to predict the future stock 

price movement direction. Section 6 provides empirical evaluation part. Conclusions are given at last. 

Related Work 

Stock Price Movement Direction Prediction 

Several researches about stock price movement direction predictions focused on the external impacts 

on stock price movement, and part of them designed algorithms for utilizing external impacts to better 

predict future stock price movement. There are several types of external impacts, like the big events, 

economic influence and sentiments (Kohara et al. 1997; Park et al. 2013; Oh et al. 2013). Many 

researches adopted events to predict the stock price (Kohara et al. 1997; Ding et al. 2015). Sentiments 

are also popular factors among various relevant studies (Oh et al. 2013; Thien Hai et al. 2015; Deng et 

al. 2011). In 2015, researches proposed to use sentiment automatically extracted from social media to 

predict the future stock price movement (Thien Hai et al. 2015). Information from financial news or 

reports were also regarded as significant factors (Gidofalvi et al. 2001; Schumaker et al. 2009; Lin et 

al. 2011). In 2011, weighting scheme was utilized to integrate qualitative and quantitative factors from 

financial reports to predict the future stock movement direction (Lin et al.2011). In 2017, researchers 

utilized the deep learning framework to predict the news-oriented stock price trend (Hu et al. 2017).  

Beyond that, researches also discussed the impacts of relevant enterprises’ business performance. For 

instance, researchers proposed to predict the stock price movement direction based on a dynamic 

cooperative and competitive business network analysis (Zhang et al. 2016). They design Energy 

Cascade Model (ECM) to predict the stock price trend. However, the study only considered the 

influence of partners and rivals, while there are more complex relationships between enterprises, such 

as the controlling and controlled relationship between focal enterprise and its associated enterprises. 

Here associated enterprises refer to enterprises in which focal enterprise owns the significant portion of 

voting. It can be foreseen that focal enterprise's associated enterprises will also impact its stock price, 

on account of common profits shared by focal enterprise and its associated enterprises. Corporate 

Shareholders also influence the focal enterprise’ business performance due to their participation in its 

governance. Because of Enterprise Knowledge Graph (EKG)’s wide coverage of different types of 

relevant enterprises, we utilize EKG analysis to calculate the influence of various relevant enterprises. 

Influence Propagation in Graph 

In our research, our influence calculation demands influence propagation pattern simulation in EKG. 

Previous researches have studied the influence propagation in the graph. In 2003, researchers 

constructed Independent Cascade (IC) model to simulate influence propagation in a social network 

(Kempe et al. 2013), however, here social network only contains one relationship between nodes and 

influence only travels in one type's link. EKG is actually a network with a single type of nodes and 

different types of links, and we should allow influence travel through different types of links. In the 

ECM (Zhang et al. 2016), influence can travel both in the cooperative link and competitive link, while 

this research utilized the sign of link’s weight to differentiate cooperative link and competitive link. 

Because of four types of links’ existence in our network, we can’t simply employ the sign to tell the 

weights’ type differences. In the Multi-relational Influence Propagation (MRIP) model (Yang et al. in 

2012), the research achieved to propagate influence in a multi-relational network by calculating the 

correlation between different types of links. The correlations of different types of links actually are 

correlations of different sub-graphs, and they utilize conditional probabilities to represent the 

correlations. However, the conditional probabilities can’t catch all topological features. In research (Dai 
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et al. 2017), the belief vector method was proposed to better capture the similarities between sub-graphs’ 

topological features. To combine all method’s merits, in our influence calculation, we utilize the power 

vector method modified by belief vector method to replace conditional probability method in MRIP. 

Then we use MRIP method to calculate influence between every two nodes in EKG. 

Model Framework 

As depicted in Figure 1, there are four main steps in our model. The first step is to build the EKG. The 

second step is to calculate the influence value of relevant firms with influence propagation model and 

power vector method. The third step is to gain the stock information of enterprises in EKG and 

preprocess the data. After we gained the influence indicators' value, we need to integrate it with the 

stock price change. The last step is to convert the relevant firms' influence indicators to stock price 

influence indicators, and then combine them with some of the focal firm's basic historical stock 

performances as input to DNN for predicting the focal firm’s short-term stock price movement direction. 
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Figure 1. Model Framework 

EKG Construction and Representation 

EKG Construction 

Our enterprise knowledge graph contains Top 500 enterprises in China and their partners, rivals, 

corporate shareholders and associated enterprises. Specifically, controlling and controlled links can be 

found in the accounting reports. Cooperation links can be identified from enterprises’ financial news. 

Enterprises who have overlapped business scopes are treated as potential rivals. 

We collect data from diverse sources, including web pages and non-textual data (e. g, PDF files). For 

instance, we extract data from XML files converted from PDF files, and we also extract web pages' 

textual data by webpage analysis.   
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Then we gain raw data containing the related enterprises’ information and we employ Named Entities 

Recognition (NER) and Neural Relation Extraction (NRE) to process the documents in raw data. NER 

aims at recognizing enterprises in the documents. Furthermore, for disambiguation, if two recognized 

entities are actually the same enterprise, we replace them by the enterprise’s whole name in 

Wikipedia. Then we attempt to link the recognized entities by NRE. Convolutional Neural Network 

(CNN) is adopted for relation extraction (Nguyen et al. 2015). 

EKG Representation 

The multi-relational network transformed by EKG can be represented by 𝐺 = (𝑉, 𝐸), where 𝑉 stands 

for the set of enterprise vertices, and E is the set of different types of relationship links connected 

between enterprises. In our EKG, 𝐸 = 𝐸1 ∪ 𝐸2 ∪ 𝐸3 ∪ 𝐸4, where 𝐸1 is the cooperative link, 𝐸2 is the 

competitive link, 𝐸3 is controlled link, and 𝐸4 is controlling link between enterprises. We denote the 

sub-graph as 𝐺𝑟 = (𝑉, 𝐸𝑟), (𝑟 = 1,2,3,4). It can be noticed that 𝐺1 and 𝐺2 are undirected graphs, while 

𝐺3 and 𝐺4 are directed graphs. We use 𝑤𝑒𝑖𝑔ℎ𝑡(𝑖, 𝑗, 𝑟) to represent the weight of r-th type link between 

source node 𝑉𝑖 and sink node 𝑉𝑗.  

As for different relationships between enterprises, different ways can be used to assign weights for the 

links. Previous research has validated that earning per share determines PER (Price-to-Earning Ratio), 

and enterprise’s business performance is closely related to earning per share (Zarowin et al). We 

consider PER as a key metric that reflects the enterprise’s business performance. An acceptable 

statement is that if a partner performs and develops well in business, it will promote positive influence 

on the focal enterprise, and similarly if a rival has a good business performance, it will promote more 

threat on the focal enterprise. Thus, for both cooperative and competitive relationship, larger PER of 

relevant enterprises can lead to greater cooperative or competitive influence strength, then LOG(𝑃𝐸ℎ) ∗
LOG(𝑃𝐸𝑡) can be employed as cooperative and competitive links’ weight between h and t nodes. For 

the controlling and controlled relationship, we may use controlling and controlled proportion. Then we 

normalize them respectively to [0,1] as the weight for the link of various types between different vertices. 

Influence Calculation in EKG 

Influence Propagation Pattern 

Our model intends to calculate the influence of specific relationship between the focal enterprise and 

its relevant enterprises, such as the cooperative influence from enterprise's partner. Given that all 

enterprises may have indirect relationships with the focal enterprise, we regard all other enterprises in 

the EKG as focal enterprise’s relevant enterprises, and a relevant enterprise can also be relevant in other 

relationships. For instance, as Figure 2 shows, A can be C's indirect partner. It is likely that the influence 

of cooperative relationship propagates through the cooperative edge between A and B, then the 

cooperative edge between B and C. Thus, A will have an influence on C. Notice that specific influence 

can also travel along other types of relationship links. A can be D’s indirect partner too even if there is 

no path consisting of cooperative links between A and D. Part of cooperative influence travels through 

controlling link from B to D. And if the link between B and D is cooperative link, A may have more 

significant cooperative influence on D. Therefore, influence of specific relationship propagation should 

be differentiated between through its own relationship links and other types of relationship links. In the 

influence propagating process, the influence’s significance will weaken with the increase of propagating 

distance. In the conclusion, influence propagation patterns should obey the following rules: 

• The influence of specific relationship can travel through other types of relationship links. The 

significance’s loss of traveling through other types of relationship links is determined by the 

interrelation rates between different types of links. 

• The influence significance will weaken as it travels through more enterprise nodes 

• The influence can travel in multiple paths to reach the final target enterprise node, once influence 

reaches the target enterprise node, the influence propagating process terminates. 
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Figure 2. EKG Schema 

In our influence propagation model, our target is to calculate the influence of specific relationship 

between two nodes in EKG. It can be denoted as I(u, v, i), which means the influence enterprise node u 

has on enterprise node v in i-th type relationship. In the modeling process of influence propagation in 

EKG, we should solve two main problems, one of which is how to calculate the interrelation rate 

between different types of relationship links, the other is how to model the influence propagation in a 

long distance. To solve these problems, we adopt two propagation processes, one is energy propagation 

for calculating the correlation between different relationships, and another is influence propagation for 

measuring the influence of indirectly related enterprises. 

Correlation between Different Types of Links 

In this section, we utilize a power vector method modified from belief vector model to measure the 

correlation between different types of relationship links, which is actually the similarity between 

different sub-graphs. The power vector method’s prototype, belief vector method (Dai et al. 2017) was 

first proposed in 2017 as an effective method for relationship similarity estimation. To introduce the 

model, firstly we need to clarify some concepts. We create two main items in the model, one is power 

vector, the other is graph energy. In the power vector method, each node is assigned a power value. 

Power value is gained by energy accumulation, where energy is a virtual item propagating in the graph. 

Energy can be transmitted from each node to the neighbor nodes and modified recursively in the 

propagation. The energy value modification is iterative. This process will finally converge after a certain 

number of iterations. 

In the energy propagation model, firstly we need to redefine the probability of energy transmitting from 

node 𝑣𝑖 to one of its direct neighbor node 𝑣𝑗 in 𝐺𝑟 as based on original formula (Dai et al. 2017) 

 
𝜓(𝑣𝑖 , 𝑣𝑗, 𝑟) =

𝑤𝑒𝑖𝑔ℎ𝑡(𝑖, 𝑗, 𝑟)

∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑖, 𝑘, 𝑟)𝑘𝜖𝑁(𝑖)
 (1) 

where N(i) is the set of node i’s direct neighbor nodes. 

The energy is passed iteratively between each node and its neighbor nodes, until convergence or a 

maximum iteration set by the user. Here we use 𝐸𝑖𝑗
(𝑟)

(𝑣𝑗) to represent the energy from node 𝑣𝑖 to node 

𝑣𝑗 in 𝐺𝑟. We let 𝐸𝑖𝑗
(𝑟)

(vj)  initial value be 
1

𝑛+1
, because we assume there are 𝑛 vertices in each sub-graph. 

In the previous research (Dai et al. 2017), this value can be updated through energy propagation by the 

following rules: 

 𝐸𝑗𝑖
(𝑟)

(𝑣𝑖) = 𝜓(𝑣𝑗, 𝑣𝑖, 𝑟) ∏ 𝐸𝑘𝑗
(𝑟)

(𝑣𝑗)

𝑘𝜖𝑁(𝑗)\𝑖

 (2) 
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Here we modify it as the following rules, because it can better fit in our research: 

 𝐸𝑗𝑖
(𝑟)

(𝑣𝑖) = 𝜓(𝑣𝑗 , 𝑣𝑖, 𝑟) ∑ 𝐸𝑘𝑗
(𝑟)

(𝑣𝑗)

𝑘𝜖𝑁(𝑗)\𝑖

 (3) 

High power value is assigned to the nodes which have high energy value aggregation after convergence. 

A node’s power value is proportional to the total energy value it receives. Due to that node vi will easily 

has high energy value with many neighbor nodes, we define the power value of node 𝑣𝑖 in the sub-

graph 𝐺𝑟 as: 

 

𝑃𝑟𝑖 =
∑ 𝐸𝑗𝑖

(𝑟)
(𝑣𝑖) 𝑗𝜖𝑁(𝑖)

∑  𝑗𝜖𝑁(𝑖) 𝑤𝑒𝑖𝑔ℎ𝑡(𝑖, 𝑗, 𝑟)
 (4) 

For sub-graph 𝐺𝑟 consisting of r-th type of edge, we denote its power vector as (𝑃𝑟1, … , 𝑃𝑟𝑛). The power 

vector can reflect sub-graph’s both local and global topology. Any small difference can be spotted by 

comparing power matrices. Thus, by measuring the power matrices similarity, we can gain the sub-

graphs similarity, and we let it be the links interrelation. Then we use Pearson coefficient to estimate 

similarity between two power matrices of sub-graph 𝐺𝑖 and 𝐺𝑗, the similarity can be measured by the 

following equation: 

 
𝜎(𝑖, 𝑗) =  

𝑛 ∑ (𝑃𝑖𝑘 − 𝑃𝑖)(𝑃𝑗𝑘 − 𝑃𝑗)𝑛
𝑘=1

∑ (𝑃𝑖𝑘 − 𝑃𝑖)2𝑛
𝑘=1 ∑ (𝑃𝑗𝑘 − 𝑃𝑗)2𝑛

𝑘=1

 (5) 

here 𝑃𝑖 =  
1

𝑛
∑ 𝑃𝑖𝑘

𝑛
𝑘=1   

Influence Propagation Model 

In this section, we will calculate the influence between any two given nodes in the graph, and the two 

nodes are not necessarily connected. First, we adopt the MRIP method (Yang et al. in 2012) to calculate 

the influence propagation pattern between two neighbor nodes, and we utilize the power vector method 

to replace the original link correlation measure method of MRIP. Second, we utilize the breadth-first 

search to propagate influence to any reachable node in the graph as many researches did before. 

Here we intend to study the influence of i-th relationship the relevant enterprise v has on the focal 

enterprise u. Firstly we introduce influence value I to our model, and I(v, u, i) refers to the significance 

of the influence of i-th relationship that node v has on node u. We define the I(v, v, i)=1. Because a 

node’s influence can propagate to its neighbors in a probability, the nodes with not influence value 

before can get part of influence energy from their neighbor nodes which have been assigned energy 

already. Thus, each node’s energy can be calculated by influence propagation pattern between neighbor 

nodes. As long as we calculate the influence flow between two neighbor nodes, we can assign blank 

nodes with influence value. If we intend to calculate the I(v, u, i), then the enterprise node v should be 

the influence propagation source, and the focal enterprise node u should be the target node. Once the 

target node is assigned an influence value, the influence propagation process terminates. The influence 

propagation will also terminate if the influence has no way to propagate in the graph. 

After we fixed the source node, we can gain every reachable node’s influence significance by influence 

propagation patterns between neighbors and breadth-first search procedure. In modeling the influence 

propagation patterns between neighbors, we need to define the probability of influence propagating 

through certain type link. We regard the process influence propagating to the neighbor nodes in the 

certain type of link the same way as energy transmitting in the power vector method section. Thus the 

probability that node v activates node u in r-th type of link is also 𝜓(𝑣, 𝑢, 𝑟). The difference between 

influence propagation and energy transmitting is that the influence of specific relationship can travel in 

other types of links, while energy only travels in a sub-graph at one time. 

In the MRIP model(Yang et al. in 2012), the influence I(v, u, i) in i-th type link propagates between two 

neighbor nodes u1 and u2 is calculated as: 
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 𝐼(𝑣,  𝑢2, 𝑖) = 𝐼(𝑣,  𝑢1, 𝑖) ∗ 𝛽 ∗ 𝜓(𝑢1,  𝑢2, 𝑖) 

+𝐼(𝑣,  𝑢1, 𝑖) ∗ 𝛽 ∗ ∑(𝜎(𝑖, 𝑗) ∗ 𝜓(𝑢1,  𝑢2, 𝑗))

𝑗≠𝑖

/(|𝑁(𝑢1,  𝑢2)|) 
(6) 

Here 𝛽 = 0.5 is called katz factor, 𝐼(𝑣,  𝑢1, 𝑖) means the source node (breadth-first search source node 

v) impacts on nodes 𝑢1. 𝜎(𝑖, 𝑗) means the similarity between link i and link j, and |𝑁(𝑢1,  𝑢2)| is the 

number of link types between node v and node u. The existence of   𝛽  is to punish the influence 

propagation of long distance and a single direction. It can be modified according to the real situations. 

Preprocessing for Machine Learning Prediction 

After we calculate every type of influence from every enterprise in the enterprise KG to the focal 

enterprise, we screen the Top K influence for each relation to reduce the indicators’ number, where K 

is a hyper-parameter and related to relation type. However, here influence indicators do not refer directly 

to the influence on stock price. We need to transform it to the influence on stock price. We denote the 

focal enterprise as u, and we modify the I(v, u, r) as 

 𝐼(𝑣, 𝑢, 𝑟) = 𝐼(𝑣, 𝑢, 𝑟) ∗ 𝑆𝐴𝑣 (7) 

Here 𝑆𝐴𝑣 means the relevant enterprise v’s stock price movement amplitude ratio recently. We integrate 

the focal enterprise stock information including technical indicators KDJ index, historical stock price 

movement amplitude ratio with influence from the relevant firm as input to classifier model.  

Deep Learning was adopted frequently in classification problem in recent years (Kussul et al. 2017; Qi 

et al. 2017; Esteva et al. 2017), and it was famous for learning complex properties well in previous 

experiments (Wang et al. 2017). It was proved to be effective in stock prediction field too. In 2015, 

Ding et al. discovered that deep learning was effective for event-driven stock prediction (Ding et al. 

2015). In 2017, Huynh et al. employed DNN to predict stock price movements direction based on 

financial news information and stock historical price. (Huynh et al. 2017). And the research concluded 

that the DNN was a powerful framework for stock prediction. Thus, here we use DNN as stock price 

movement direction classification model. 

Experimental Evaluation 

Data Set Description 

Our data source can be divided into two main parts, one for stock information and the other for EKG 

construction.  

In terms of stock information, we export data from the wind terminal by using enterprises stock codes, 

including daily closing price and yearly price earning ratio (PE) in 2016. We label those days by 

comparing the closing price at time 𝑡  to 𝑡 − 1, larger then assigned 1 else assigned 0, indicating 

movement goes up and down respectively. When it comes to bull market or bear market, although the 

focal enterprise’s stock price is likely to move in the same direction as related enterprises, the 

phenomenon may be caused largely by the market effects. To avoid the market effects in causing the 

movements in the same direction, we exclude stock data in the period of the bull market or bear market. 

We treat the market as bull market or bear market when stock prices of more than 80% enterprises in 

our EKG are moving in the same direction. The statistics of labels after filtering are shown in Table 1. 

Table 1. Statistics of Labels 

Up Down Total 

12960 (42.90%) 17520 (53.10%) 30210 (100%) 

As for knowledge graph, we collect annual reports of Top 500 from 2014 to 2016 and crawled financial 

news data from Sina Finance, QQ Finance and Fenghuang Finance from June 2014 to Nov, 2016 with 

54231 pieces of news after filtering. EKG is constructed based on latest news and accounting reports, 
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and is assumed as constant for simplicity for the purpose of predicting stock price movement. We use 

the information of all the Top500 and some other enterprises closely related to Top500 to construct our 

knowledge graph, 2901 enterprises in total. Based on our data source, four relations are extracted for 

empirical study, which is cooperation, competition, controlling and controlled. We use PE for the 

weight of cooperation and competition relations and shareholding for the weight of controlling and 

controlled relations. The details of our knowledge graph are shown in Table 2. 

Table 2. Statistics of Knowledge Graph 

Relationship #Rel #Ent Weight Calculation Min Max Mean Std 

Cooperation 897027 2901 LOG(𝑃𝐸ℎ) ∗ LOG(𝑃𝐸𝑡) -41.24  66.04 8.67 10.51 

Competition 38483 2901 LOG(𝑃𝐸ℎ) ∗ LOG(𝑃𝐸𝑡) -46.21 69.23 10.11 13.11 

Controlling 2301 2901 𝑆ℎ𝑎𝑟𝑒ℎ𝑜𝑙𝑑𝑖𝑛𝑔ℎ 0.02 84.64 18.47 21.70 

Controlled 2301 2901 𝑆ℎ𝑎𝑟𝑒ℎ𝑜𝑙𝑑𝑖𝑛𝑔𝑡 0.02 84.64 18.47 21.70 

Where subscript ℎ refers to the head of relationship link and 𝑡 refers to the tail and function 𝐿𝑂𝐺(𝑥) is  

 
𝐿𝑂𝐺(𝑥) = {

−𝑙𝑜𝑔(1 − 𝑥) , 𝑥 < 0
𝑙𝑜𝑔(𝑥 + 1) , 𝑥 ≥ 0

 (8) 

Performance Evaluation 

We use three evaluations to measure our model predictive performance, namely accuracy (Acc), F-

measure (FM) and Matthews Correlation Coefficient (MCC) (Ding et al. 2015; Mehra et al. 2014). Acc 

measures the overall accuracy rate of all the classes. However, it can be sensitive to unbalanced class 

distribution so we adopt another more robust metrics FM and MCC to reduce the effect of data skew. 

FM takes both precision and recalls into account while MCC take all confusion matrix into account and 

strikes lower deviation from data (Matthews 1975). 

Given a confusion matrix: 

 
[

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)
𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁) 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

] (9) 

Our evaluations are calculated as follows: 

 
𝐴𝑐𝑐 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (10) 

 
𝐹𝑀 =

2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (11) 

 
𝑀𝐶𝐶 =

𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (12) 

Baselines and Proposed Model 

We adopt three popular stock movement prediction methods as our baselines: Logistic Regression (LR), 

Support Vector Machine (SVM) and Random Forest (RF) (Ballings et al. 2015; Patel et al. 2015). In 

contrast to our baselines, DNN classifier is applied to predict the movements. As for the 

hyperparameters of our DNN, we totally use five layers, three layers of which are hidden layers, and 

each layer is followed by dropout methods to avoid overfitting. Nadam optimizer and mean squared 

error (MSE) loss are applied to our model and the learning rate is set to 0.001.  
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In order to focus on the major impact on focal enterprise, we set the number of influence of enterprises 

cooperation and competition relation to 10 and the that of controlling and controlled to 3, for the reason 

that in our knowledge graph, the relations of cooperation and competition are far more than controlling 

and controlled ones but these are hyper-parameters and flexible according to different graphs. In 

addition, we add the information of the past 3 days into the dataset, including a bool variable for the 

price movement and a float variable for price change ratio. KDJ Index is used as the technical indicator, 

the period of which is set to 9 days.   

Results 

We first apply our model to predict all the Top500 stock price movement to test the generalization and 

robustness of our model. For this part, we not only compare our model with those baselines, but also 

compare models trained with EKG information with those without it. All our experiments are performed 

with 10-folds cross-validations and we analyze the worst, mean and best results. The experimental 

results are shown in Table 3, 4 and 5. 

Table 3.  Acc Results of Top500 Movement Prediction 

Model 

Mean Best Worst 

With EKG Without EKG With EKG Without EKG With EKG Without EKG 

LR 67.16% 59.05% 73.84% 66.99% 58.27% 44.37% 

SVM 62.55% 61.16% 72.51% 71.19% 53.97% 52.98% 

RF 73.48% 59.41% 82.11% 71.85% 68.87% 53.64% 

DNN 80.17% 67.17% 88.44% 75.16% 73.20% 55.62% 

Table 4.  FM Results of Top500 Movement Prediction 

Model 

Mean Best Worst 

With EKG Without EKG With EKG Without EKG With EKG Without EKG 

LR 0.55 0.40 0.66 0.59 0.44 0.23 

SVM 0.41 0.41 0.71 0.70 0.30 0.29 

RF 0.69 0.51 0.76 0.75 0.64 0.44 

DNN 0.71 0.41 0.79 0.75 0.50 0.17 

Table 5.  MCC Results of Top500 Movement Prediction 

Model 

Mean Best Worst 

With EKG Without EKG With EKG Without EKG With EKG Without EKG 

LR 0.31 0.13 0.47 0.31 0.15 -0.03 

SVM 0.19 0.16 0.48 0.46 0.05 0.02 

RF 0.46 0.16 0.59 0.42 0.37 0.05 

DNN 0.50 0.27 0.62 0.56 0.35 0.08 

Through comparison between dataset with EKG information and that without it, we can find that the 

EKG helps boost the performance significantly, which confirms that EKG is a useful tool for stock 

prediction. Given the same stock prediction model, being trained with EKG performs consistently better 

than being trained without it under every metric. These could be explained by the following two aspects. 

On one hand, the tradition technical indicators and history of the stock price cannot depict the features 
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and dynamics of stocks accurately because their accuracies (around 60%) are just a little above pure 

guessing accuracy (50%). Without enough knowledge about the determinants of price, even the model 

knows the history, it fails to predict the future accurately. This contrast also demonstrates the importance 

of extracting suitable determinants instead of putting knowing facts into training blindly.  

On the other hand, the EKG offers a lot of useful knowledge for stock prediction and the results also 

testify that relationship between firms would have an influence on each other’s stock price. We are able 

to know the impact of other enterprises’ effects on the focal firm with EKG and thus make an accurate 

judgment about the future movement. 

Through comparison between DNN and other baselines, it can be drawn to the conclusion that DNN 

performs well when there exist complex relations and are able to learn underlying features automatically. 

This is mainly because DNN is better at analyzing high dimensions data quantitively and can extract 

the most representative features during the propagation between layers. 

Conclusions 

We demonstrated that relations between enterprises have impacts over each other's stock and by taking 

advantage of that impact, the performance of predicting stock price movement direction goes up 

significantly. We also prove that DNN is better at learning complex relation influence in EKG than 

other traditional machine learning models. The empirical experiments show features extracted from 

EKG can improve several machine learning model prediction performances, and DNN performs best 

among other machine learning models. Thus, We can conclude that the relevant enterprises do influence 

the focal enterprise's stock price and stock price movement direction can be better predicted with a 

combination of both relevant stock information and focal stock information.    

Future work 

In our future work, we plan to improve our EKG by adding more types of related enterprises, and design 

a dynamic EKG construction system which can update the information in EKG. Compared to the 

constant EKG in present paper, the dynamic EKG is expected to improve the prediction performance. 

More enterprises will be contained in our EKG and the EKG can be closer to the real business network. 

Then we will seek a stock price movement prediction’s improvement by analysis of a more complicated 

and comprehensive EKG.  
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