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Abstract 
 
The paper studies the reliability of the power 

system from the perspective of node loads. The 
reliability of the whole system can be estimated by 
evaluating the power supply reliability of each node. 
A measure, “connectivity” observed at load node (Ci), 
is proposed.  Ci is calculated through a recursion 
equation by evaluating the generation capacity that 
can be transferred from the further neighbor to the 
nearest neighbor of load node i. IEEE-30 bus system 
is taken as a test system. We calculated the index of 7 
load nodes at 2 different load levels with different N-1 
failures. The test results show that the variation of the 
index and that of the percentage load shedding at 
selected load nodes show good consistency.  
 
 
1. Introduction  
 

Since the happening of the large cascading 
blackouts in 2003 in USA and Canada, researchers 
worldwide and from various backgrounds (such as 
power system, mathematics, statistic physics, non-
linear dynamics, etc.) have performed studies with 
various perspectives on the evolution and intervention 
of cascading blackouts.  

Based on the simulation or monitored and recorded 
data of the system, these studies focused on the whole 
system and meaningful progress have been obtained in 
understanding the mechanism of large blackouts [1, 2], 
risk analysis and the prevention and mitigation of the 
propagation of cascading failures [3]. One of the focus 
of the study is to predict when the system is going to 
have smaller load shedding, while when the system is 
going to suffer larger blackouts. Polymeneas and 
Sakis Meliopoulos [4] defined a margin-based index 
to find the most affecting contingency. Cotilla-
Sanchez and Hines [5] proposed a method to give early 
warning on voltage collapse using nodal voltage or 
phase angle measurement. Koç etc. [6] defined an 

Entropy-based index to quantify the robustness of 
power grids against cascading failure. 

Ref. [7][8] pointed out that strong connectivity and 
homogeneity promote higher local reliability. Along 
with the propagation of failure, the connectivity of the 
system will be gradually compromised. The capability 
of eliminating the local failure through the subsidiary 
inputs from the broader system will be damaged.  

Traditional methods looked at the problem from 
the perspective of system to multiple lines and nodes. 
Because of the heterogeneity of the system due to the 
distribution of demand and resources, accurate 
estimation of the scale of power loss is difficult. If we 
look at the problem from the perspective of load node, 
the problem is simpler. If the demand at load node can 
be served depends on the electricity the load node can 
get from its nearby generator and remote generators 
through transmission network. Therefore, assessing 
nodal power supply reliability through the evaluation 
of the connectivity near load nodes and the remote 
system among load nodes and generators is a viable 
method. Through quick estimation of the nodal power 
supply reliability under each operational state, not 
only the scale of the outages of the system can be 
accurately assessed, but also the location of power 
outages can be identified.  

The remaining of this paper is organized as follows: 
In section II, we provide a brief review of studies 
related to power system’s connectivity. In section III, 
we give a detail introduction our method. In section IV, 
the IEEE 30 test system is taken as an example and the 
effectiveness of the method is analyzed under different 
operation conditions. In section IV, we summarize the 
contributions of this paper and explaining avenues of 
future work.  
 
2. Review on studies related to power 
system connectivity  
 

The connection of power system’s topology and 
the capability of local failures’ spreading out into a 
systemic one are investigated by complex networks 
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metrics from global properties, such as algebraic 
connectivity [9], spectral radius [10] and the effective 
graph resistance [9][10]. Koç etc. in [10] investigate 
the impact of the topology of a power grid on phase 
transitions in its robustness by a group of metrics. 
Experimental results from a model of cascading 
failures in power grids on the IEEE power systems 
demonstrate the applicability of these metrics to 
design/optimize a power grid topology for an 
enhanced phase transition behavior of the system. 
Hines etc. [11] derived a measure of “electrical 
centrality” for AC power networks to describe the 
structure of the network as a function of its electrical 
topology rather than its physical topology. 

In order to reflect the effect of the distribution of 
generators to the robustness of power system, Zhang 
and Tse [12] defined a measure, average effective 
resistance (distance) to a nearest generator of all 
consumer nodes (DG), to evaluate the accessibility to 
generators of all consumers.  

DG =
ଵ

௡ି௚
∑ ݀(݅)௜∈ே\ீ                      (1) 

݀(i) = minሼܴ௜௦, ݏ ∈  ሽ                    (2)ܩ

ܴ௜௦ =
ఏ೔ିఏೞ
௉ೞ

                             (3) 

where Ris is the effective resistance between node i and 
node s. 

System’s topology and the configuration of 
resources set the inherent reliability level of power 
system. Normally at the transmission level, the risk of 
the outages of the system is evaluated through the 
perspective of the system as a whole. In our study, we 
look at the reliability of the whole system as a 
combination of the reliability of each node and start 
from the evaluation of the nodal power supply 
reliability of nodes. 

 
3. The “connectivity” among a load node 
and generators observed at load node 
 

Our work is inspired by [12]. The index given by 
(1) in [12] evaluates the “accessibility” through the 
minimal distance between a generator and a load. It is 
still from a system point of view and has the 
disadvantage of omitting the contribution of the 
connected network on the power supply of the node.      

Looking into the network from a given load node, 
it has its nearest neighbors, which are defined as the 
Level 1 nodes. It has its second neighbors, which are 
defined as the Level 2 node, and so on. Lines are 
connecting nodes at adjacent levels.    

Fig. 1 gives an illustration of the connection 
between a load node Di to other nodes and generators 

if looking into the network through Di. Active power 
is transferred from generators at each level to nodes at 
nearer level through lines connecting nodes at adjacent 
levels until node Di. By evaluating the “connectivity” 
between adjacent levels, we can finally estimate the 
percentage of load shedding at Di.  
 
3.1 The “Connectivity” between nodes at 
adjacent levels of a given node load 
 

N1.2

N1.1Di

N2.1

N2.2

Level1
(Circle1)

Level2
(Circle2)

Level3
(Circle3)  

Fig.1 The connection of load node Di and its neighbors 
with different “distance” 

 
The “Connectivity” between nodes at adjacent 

levels of a given node load is defined as the per unit 
active power that can be transferred from Level j to 
Level j-1as given in (4)-(6).  

௜,௅ୀ௝ܥ = ௜,௅ୀ௝ܥ
ீ ∙ ௜,௅ୀ௝ܥ

்                    (4) 
where 

௜,௅ୀ௝ܥ
ீ = ௜,௅ୀ௝ାଵܥ +

ቀ∑ ீೖ
ೖస೘
ಽసೕ,ೖసభ ቁ

൫஽ಂି∑ ஽ೖಽసೕ,ೖಯ೔ ൯
          (5) 

௜,௅ୀ௝வଵܥ
் =

∑ ிೖ
೙
ಽసೕ,ೖసభ

(஽ಂି∑ ஽ೖಽసೕ,ೖಯ೔ )
               (6) 

௜,௅ୀଵܥ
் =

∑ ிೖ
೙
ಽసೕ,ೖసభ

஽೔ା஽೏ೞ
                     (7) 

where ∑ ௞ܩ
௞ୀ௠
௅ୀ௝,௞ୀଵ   is the sum of the generations 

obtained at Level j. Gk is the “effective generation” of 
a generator, not the installed capacity of a generator. 
“Effective generation” is the active power that a 
generator could send out through the outlets 
connecting at the generator node after it supply the 
local load. Through this definition, the deficiency of 
generator capacity due to the outage of the generator’s 
outlets and its effect on the reliability of nodal power 
supply of the load is considered. ∑ ௞௅ୀ௝,௞ஷ௜ܦ   is the 
sum of load drown off from nodes at Level j. Fk is 
the capacity limit of the kth line connecting nodes at 
Level j and Level j-1. ܦஊ is the total demand of the 
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system. ܦஊ − ∑ ௞௅ୀ௝,௞ஷ௜ܦ  is the remaining demand 
after the demand being supplied at Level j. Eq. (6) is 
the per unit transmission capacity that can be obtained 
by the remaining nodes at level j (j>1). Lines 
connecting Dj and its nearest neighbors mainly supply 
power to Di. However, under some failures, the load 
connected to nodes at Di’s level 1 could only be 
powered through Di. Therefore, ܥ௜,௅ୀଵ

்  at level 1 is 
given by (7), where Dds is the extra burden of Di 
because of the changes of the topology. Under these 
circumstances, Dds shares the transmission capacity of 
level 1 with Di. Example is given in Section 4 to verify 
the validity of (7). 

Eq.(4) is a recursion formula. The “connectivity” 
that observed at load node Di is defined as Ci as given 
in (8). It can be calculated through the recursion 
formula (4) from further level to the nearest neighbor 
of Di.  

௜ܥ = ݉ଵ ∙  ௅ୀଵ                               (8)ܥ
where m1 is the weight factor, reflecting the correlation 
among different load nodes, which is introduced in 
next subsection. 

Eq.(4)-(8) only involve system’s topology, line 
capacity limits, the capacity of generators, and the 
demand at load nodes. The neighbors of load node at 
different levels can be found out through simple 
network calculation. No complicated mathematics are 
needed, which makes the method applicable in real 
time operation.  
 
3.2 The correlation among different load 
nodes 

 
When different load nodes have common nodes of 

their nearest neighbors, the “connectivity” observed at 
Level 1 will be shared among these load nodes. Fig. 3 
gives an illustration. 

iD

1iN
1iD 

 
Fig. 2 the condition when ݉ଵ < 1 when the nearest 

neighbor node N1i of Di also supply power to other load 
node. 

As given in Fig.3, node N1i supply electricity to 
load node Di and Di+1 at the same time. The “distance”, 
measured as the no. of line segments, between Nli and 

Di and Nli and Di+1 are the same. Then the weight factor 
mi is defined as the following.  

 

݉ଵ =
஽೔

∑ ஽೙೙,೔
                               (9) 

 
where  ∑ ௡௡,௜ܦ  is the sum demand whose distance 
from node Di is 1 line segment.  

Other situations, such as load nodes connected to 
the nearest neighbors of Di, are considered in (5). 

For the simplicity of calculation, the effect of line 
reactance on the weight factor m1 is not considered in 
this paper. Because we want to estimate the possible 
maximum “connectivity” that the load node can 
observe, we use transmission line limits instead of 
simultaneous flows and do not consider the direction 
of flows. We will analyze if these simplification will 
compromise the proposed method in the next section.  
 
4. Case study 
 

We take IEEE-30 bus system as a test system. 
IEEE-30 system has 4 generator nodes, 18 load nodes, 
and 2 hybrid nodes with both generator and load. The 
load at hybrid nodes has the highest power supply 
reliability. When no generator failure is considered, 
load at the hybrid nodes will not be shed, as long as 
the generator at the hybrid node has a larger capacity 
than the demand at the same node, such as load at node 
2 and node 23. Therefore, we do not evaluate the 
power supply reliability of node 2 and node 23. 
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Fig. 3 IEEE-30 bus test system 

 
In this paper, we test the effectiveness of the 

“connectivity” given by (8) with several cases. Under 
each case, the “connectivity” observed at each load 
node of a group of load nodes is calculated. The nodal 
percentage load shedding (Load-shedding at node i 
divided by the original demand at node i) at these 
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nodes are evaluated by the flow chart given in Fig.4. 
Fig. 5 gives the Expected Energy Not Served (EENS) 
of IEEE-30 system with standard parameters by the 
flow chart of Fig.4. According to this, we choose two 
load levels (load/capacity = 0.56 and 0.8) and two line 
failures to construct 4 cases for the further analysis. 
Case 1: Load level is 0.56. No trips in the system. 

Case 2: Load level is 0.8. The line capacity limit is 
the same as in Case 1. No trips in the system. 

Case 3: Load level is 0.8. The line capacity limit is 
the same as in Case 1. Line 4-12 is tripped.  

Case 4: Load level is 0.8. The line capacity limit 
is the same as in Case 1. Line 2-6 is tripped. 

to= 0

to = to + 1

Line failures at a 
given load level

Optimal power flow analysis, 
and load shed when necessary

N

End

Any load shed?
Y

Start

to<T

Y

N

 
Fig. 4 Simulation flow chart for calculating the nodal 

percentage load shedding 

 
Fig.5 EENS as load/capacity increases 

 
We trip 2 lines with largest betweenness to 

compromise the connectivity of the system. The 
betweeness of line i or node i is defined as the number 
of shortest paths between a pair of nodes through line 
i or node i. Betweeness gives an information of the 
importance of the line or the node [13]. In power 
system application, the path with the smallest 
reactance is regarded as the shortest path. Research 
shows that the larger the line’s betweenness, the trip 

of the line will affect the reliability of the system the 
most [13].  

 
4.1 Nodes with different local topology 

 
Since the local connection of a load node affect its 

connectivity more than the connection of far away, we 
first analyze the connectivity of two load nodes with 
different local connections, its variation according to 
different line failures near the load nodes and the 
correspondent nodal percentage load shedding. 

Node 29 and Node 19 are taken as examples. Fig. 
6(a) and Fig.7(a) give their local connections. Node 29, 
27 and 30 are connected into a loop. Node 19 is served 
through 2 lines connected to 2 key nodes (node 15 and 
node 10) in zone 2 and zone 3. 

The proposed method need to identify the nodes at 
each level of a given load node Di. A node could be 
Di’s Level j node and Level j+1 node at the same time 
when loop exists connecting Di, Di’s Level j node,  and 
Di’s Level j+1 node.  In this case, we only treat the 
node in the loop as Di’s Level j node, and no node is 
counted more than once. Node 29 is the case and a loop 
exists connecting node 29, 27 and 30 as given in 
Fig.6(a).  

When Line 27-29 fails, node 27 becomes node 29’s 
Level 2 node, while when there is no failure, it is node 
29’s Level 1 node. Table I gives its Level 1, 2 and 3 
nodes under different local failures. In addition, when 
line 27-30 fail, the demand at node 30 is served 
through node 29, which means that the electricity 
transferred from 27 to 29 is shared by demand at node 
29 and node 30. This is the reason why we define 
௜,௅ୀଵܥ
் as (7). 

Table I  
The topological information of Node 29 under different 

failures  

Operational 
conditions 

Level Nodes at each level 

No failures L1 27,30 
 L2 25,28 
 L3 24,26,8,6 

29-30 fails L1 27 
 L2 25,28,30 
 L3 24,26,8,6 

27-30 fails L1 27,30 
 L2 25,28 
 L3 24,26,8,6 

27-29 fails L1 30 
 L2 27 
 L3 25,28 
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(a) 

 
(b) 

Fig. 6 (a) The local connection of Node 29; (b) Nodal 
percentage load-shedding v.s. Ci under different local 

failures. Load level is 0.8. 
 

 
(a) 

 
(b) 

Fig. 7 (a) The local connection of Node 19; (b) Nodal 
percentage load-shedding v.s. Ci under different local 

failures. Load level is 0.8. 
 

As given by Fig. 6(b) and Fig.7(b), for these two 
sample local connections, their connectivity Ci and 
nodal percentage load shedding Ls% show inverse 
correlation.  

 
4.2 The nodal power supply reliability of 
different nodes 

 
Under the same operational condition, the nodal 

power supply reliability of different nodes varies 
because of the topology of the system. We evaluate the 
nodal power supply reliability by the nodal percentage 
load shedding of load nodes. Four different load nodes, 
node 7, 26, 14 and 15, are chosen in this subsection for 
further analysis under different operational conditions 
given in case 1 to case 4. The results are given in Fig. 
8 and Table II and III. 

 

 

 
 

Fig.8 Comparison of nodal percentage load-shedding Ls% 
and Connectivity Ci observed at different nodes under two 

load levels and two different line failures. 
 
The demand at node 7 is the biggest among the four 

nodes. According to Ls% of 4 nodes under 4 different 
cases, the nodal power supply reliability of node 7 is 
the highest, about 0.2%-0.3%. The Ci of node 7 is also 
the highest. The Ls% under the listed conditions are 
0.2% - 0.3%, the least comparing to other nodes. The 
high reliability of node 7 contributes to its closeness to 
2 generators at node 1, 2 and the key node of zone 1 
(node 6). Under normal condition with no line failure, 
node 7 has 2 level 1 nodes and 9 level 2 nodes as well 
as more than 10 lines connecting them. Therefore, it 
has a very high Ci according to (4)-(7).  

From the definition of (4)-(7), when the load level 
of the system increase, the Ci of each node decreases. 
According to the simulation result given by Fig.8, 
when we only improve the load level of the system 
from 0.56 to 0.8, Ci decreases as load level increases. 
However, the Ls% at node 7, 14 and 15 remains the 
same. Ls% at node 26 increases.   

Line failures affect different nodes differently. The 
trip of line 2-6 does not cause extra load shedding at 
these 4 nodes, because there are multiple extra routes 
between node 2 and node 6 and failure of line 2-6 does 
not affect the transferring of electricity from node 2 to 
6. 

The trip of line 2-6 and 4-12 cause the same load 
shedding at node 7. Node 26 is the same case.  
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However, the trip of line 4-12 affect node 14 and 15 
more than the trip of line 2-6, because node 14 and 15 
obtain electricity from zone 1 through line 4-12. The 
changes of Ci of these nodes under the 2 line failures 
correspond to the changes of Ls% at these nodes. 

The Ci of node 7 is far more than that of node 14 
and 15, and the Ci of node 26 is the least. We need to 
remember that the Ls% refers to the nodal percentage 
load shedding. Even though the Ls% of different nodes 
is the same, the load shedding at nodes could be 
different because of the differences of the original 
demands at these nodes. According to the load demand 
at these 4 nodes given in Table II, we can see that the 
demand at node 7 is the highest, while that at node 26 
is the least. In general, higher reliability guaranteed by 
power system design should be given to important or 
higher demand. The design with higher reliability 
means easier accessibility to more generations through 
multiple routes – This is what we try to reflect in the 
design of Ci. More simulation results is given in 
Fig.9(a) and (b). 

 
Table II 

 Demand of 4 nodes at 2 different load level  

 7 26 14 15 
L= 0.56 22.8 3.5 6.2 8.2 
L= 0.8 32.52 5 8.86 11.71 

 
Table III 

Ls% and Ci observed at different nodes and Initial load of 
node under two load levels and two different line failures. 

 L=0.56 L=0.8 
L=0.8 

2-6 fail 
L=0.8 

4-12 fail 
Ci 106.22 32.48 27.74 29.60 

Ls% 0.2% 0.3% 0.3% 0.3% 
Ci 1.04 0.34 0.34 0.34 

Ls% 2.2% 3.2% 3.2% 3.2% 
Ci 11.75 3.87 3.87 0.87 

Ls% 1.1% 1.15% 1.15% 1.52% 
Ci 12.3 3.96 3.96 0.98 

Ls% 0.95% 0.96% 0.96% 1.16% 

 

 
(a) 

 
(b) 

Fig.9 Comparison of nodal percentage load shedding Ls% 
and connectivity Ci at load level 0.8 when 4-12 failed (a), 

2-6 failed (b) 
This is the very first attempt to study the 

transmission system reliability through nodal power 
supply reliability than a systemic index. The features 
and shortcomings of the proposed method are 
concluded in the following.  

 
(a) 

  
(b) 

Fig.10 Ci and Ls% of node 29 under different failures at 
load level 0.8. (a) Ci is calculated until level 6 to go 

through all generators. (b) Ci is calculated until level 3. 
 

1) The Ci of each node is decided by the “depth” of 
the observation. The Ci considering up to level 3 or 
level 6 of a given load node will be different. When 
less level is included in the calculation of Ci, the 
influence of a failed line far away from the studied 
load node will not be reflected in the Ci. In this paper, 
except for Fig.10(a), all Ci provided in figures and 
tables are calculated until level 3. Fig 10 is an example 
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to show the difference of Ci  until level 6 to go through 
all generators and Ci until level 3. We can see the 
inverse correlation between Ci and nodal load 
shedding hold in Fig. 10 (a) and (b). Ci is larger when 
deeper level is included. For smaller system, such as 
IEEE-30 bus system, calculation of Ci up to level 3 or 
level 6 will not bring much difference at the 
computation efficiency. However, for larger system, a 
failed line far away from a load node will not bring any 
negative effect under some conditions, or limit the 
transfer of generation to loads under other conditions, 
such as high load level or multiple trips of critical lines. 
Calculating Ci until going through all generators and 
lines will lower computation efficiency for larger 
system and is not necessary under some conditions.  

 2) We have not provided the coefficients between 
Ci and Ls% of each load node. From Fig.6-9 and Table 
II-III, we can see that for some nodes, there exists a 
threshold, below that, nodal load shedding will 
increase. More simulations under more conditions are 
needed to decide the coefficients and the threshold.  

3) The Ls% is decided by simulation given in Fig.4. 
The objective function and constraints of optimal 
power flow analysis (OPF) under each condition is 
given in Appendix. In the objective function of OPF, 
the cost function of all generators are quadratic with 
different parameters. The cost of load shedding at each 
node are also chosen to be the same. When these 
conditions are not hold, modifications are needed for 
the calculation of Ci.   

4) In (4)-(7), we use the line flow limit instead of 
instantaneous flow to evaluate the maximum possible 
connectivity that can be observed by the load node. 
When other lines’ effective transmission margin are 
limited because transmission bottlenecks under some 
failure conditions, the connectivity observed at a load 
node may be over-estimated. However, if the 
instantaneous flow is used, the connectivity could be 
under-estimated under other conditions. Possible 
solution for this is to modify (4) to (7) by using 
“effective” transmission capacity instead of 
transmission line limit in (4) to (7). Sensitivity method 
can be used to identify the “effective” transmission 
margin when transmission bottleneck exists.   
 
5. Conclusion 
 

Higher levels of connectivity between different 
regions improves the operational economy of the 
systems and often provides a more reliable power 
supply. On the contrary, the decrease of connectivity 
between load node and other part of the network could 
compromise the power supply reliability at the load 
node.  

The paper studies the reliability of the power system 
from the perspective of the node loads. When the load 
shedding at each node can be estimated under any 
operational condition, the scale of the outages of the 
whole system can be estimated. A measure, 
“connectivity” observed at load node (Ci), is proposed. 
Ci is calculated through a recursion equation by 
evaluating the generation capacity that can be 
transferred from the further neighbor to the nearest 
neighbor of load node i. Higher Ci at node i means 
smaller load-shedding at load i under the studied 
operational condition. 

   IEEE-30 bus system is taken as a test system. We 
calculated the “connectivity” observed at 7 load nodes 
at 2 different load levels with 2 different N-1 failures. 
The test results show that variation of the connectivity 
and the nodal percentage load-shedding at selected 
load nodes show good consistency.  

Because the calculation is simple, the proposed 
method can be used for evaluating the load-shedding 
of each node when there is topology changes or load 
variations, or for screening contingencies in real time. 

Future research focus include: 1) improving the 
connectivity observed at a load node into local 
connectivity and a system connectivity. The former is 
evaluated by the proposed method in this paper. The 
latter, the connectivity of the rest of the system, could 
be evaluated by some methods already published. 2) 
Modifying the method to evaluated the connectivity 
properly when transmission bottleneck exists. 
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8. Appendix  
 
A. The model of optimal power flow in Fig.4 

Optimal power flow: The objective function is the 
minimization of generation cost and the cost of load 
shedding: 

min
௉ಸ೔ ,௉ವೕ

ݐݏ݋ܥ = ෍ ൫ܥ ௚ܲ௜൯ +෍ ܭ × (∆ ஽ܲ௝
௝∈஽௜∈ீ

) 

The constraints are: 

෍ ܲீ ௞ − ஽ܲ௜ −
௞∈௜

௜ܷ෍ ௝ܷ൫ܩ௜௝ܿߠݏ݋௜௝ + ௜௝൯ߠ݊݅ݏ௜௝ܤ = 0
௡

௝ୀଵ
 

෍ ܳீ௞ − ܳ஽௜ −
௞∈௜

௜ܷ෍ ௝ܷ൫ܩ௜௝ܿߠݏ݋௜௝ − ௜௝൯ߠ݊݅ݏ௜௝ܤ = 0
௡

௝ୀଵ
 

ܲீ ௜௠௜௡ ≤ ܲீ ௜ ≤ ܲீ ௜௠௔௫  
ܳீ௜௠௜௡ ≤ ܳீ௜ ≤ ܳீ௜௠௔௫  

௜ܷ௠௜௡ ≤ ௜ܷ ≤ ௜ܷ௠௔௫ 
− ௜ܲ௝ ≤ ௜ܲ௝ ≤ ௜ܲ௝ 

− ௝ܲ௜ ≤ ௝ܲ௜ ≤ ௝ܲ௜  
where ܲீ ௜ is the real generation of ith generator and ஽ܲ௝ 
is the real power demand at the ith load node. ∆ ஽ܲ௝ is 
the load-shedding at node j. The coefficient ܭ = 100 
is a sufficiently large constant number to make sure 
that load shedding is performed when it is the only 
choice for finding a feasible solution for the optimal 
power flow. ܥ( ௚ܲ௜) is the quadratic cost function of 
generator i. PGk represents the active output of the kth 
generator. QGk represents the reactive output of the kth 
generator. PDi is the active load of the node j. QDi is 
the reactive load of the node j. PGimin, PGimax, QGimin and 
QGimax are the real power output limit and reactive 
power output limit of generator i. Ui , Uj , and ߠij are 
the voltage amplitude and phase difference of the node 
i and j. Uimin and Uimax are voltage limits. Gij and Bij are 
the corresponding conductance and susceptance of 
line ij in the network admittance matrix. Pij is power 
flow on line ij, and పܲఫതതത is the flow limit of line ij. 

The cost function of 6 generators are given in the 
following table. 

Table A.1  
Generators’ cost functions of IEEE-30 system 

Generator 
node Cost function C(Pgi) 

1 0.02Pgi
2+2Pgi 

2 0.0175Pgi
2+1.75Pgi 

22 0.0625Pgi
2+Pgi 

27 0.00834Pgi
2+3.25Pgi 

23 0.025Pgi
2+3Pgi 

13 0.025Pgi
2+3Pgi 
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