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Abstract 

Reference models are a cost- and time-saving approach for the development of new models. As induc-

tive strategies are capable of automatically deriving a potential reference process model from a col-

lection of existing process models, they have gained attention in current research. A number of prom-

ising approaches can be found in recent publications. However, all existing methods rely on graph-

based similarity measures to identify commonalities between input models. Since behaviourally simi-

lar process models can have different graphical structures, those approaches are unable to find cer-

tain commonalities. To overcome these shortcomings, we propose a new approach to inductive refer-

ence model development based on an execution-semantic similarity measure. Since a naïve solution to 

the intuitive idea does not yield productive results, the proposed approach is rather elaborate. By cap-

turing the commonalities of the input models in a behavioural profile, we are able to derive a refer-

ence model subsuming the input models’ semantics instead of their structure. In our contribution, this 

approach is outlined, implemented and evaluated in three different scenarios. As the evaluations show, 

it is capable of handling complex process models and overcome most restrictions that structural ap-

proaches pose. Thus, it introduces a new level of flexibility and applicability to inductive reference 

modelling.  

Keywords: Reference Modelling, Inductive Reference Model Development, Execution Semantics, Be-

havioural Profiles 
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1 Introduction 

The utilization of reference process models is a cost- and time-saving approach to the design of new 

models. They serve as blueprints for best-practice processes used in the respective industry and can be 

adapted to fulfil the individual needs of an organization (Becker and Meise, 2011). The use of refer-

ence models is associated with a higher quality of the business process and the related process model, 

as it simplifies internal communications by introducing a common terminology and considerably re-

duces the resources required for business process management (Fettke and Loos, 2007, p. 5). Howev-

er, in order to exploit these benefits, organizations require access to existing high-quality reference 

models. 

Reference models may be constructed both deductively and inductively (Becker and Schütte, 1997). 

Deductive methods, which are also known as “top-down” approaches, employ generally accepted the-

ories and principles. Models are constructed on a theoretical base and gradually substantiated along 

the way. In contrast, inductive or “bottom-up” development of reference models makes use of real-

world data such as existing process models or execution logs. It focuses on similarities and commonal-

ities within the input data and abstracts from individual features of the single models. As inductive 

strategies are capable of automatically deriving a potential reference model from a collection of exist-

ing process models, they are gaining attention in current research activities.  

A number of promising inductive approaches to reference model development can be found in recent 

literature (e.g. Ardalani et al., 2013; Li et al., 2009; Martens et al., 2014; Rehse et al., 2015; Yahya, 

Bae, et al., 2012; Yahya and Bae, 2011). All of them have certain assets and drawbacks and the re-

spective evaluations show promising results. However, all of them rely on a structural notion of pro-

cess equality in order to identify similarities between the input models. This implies that model simi-

larities are only discovered if the models obtain a similar structure, although most semi-formal model-

ling languages allow for a great degree of structural variations. In addition, a lot of emphasis is placed 

on given node relations.  

This contribution is set out to pursue a different approach to inductive reference model development. 

In contrast to the existing approaches, it does not rely on the underlying graph structure of the provid-

ed input models. Instead, it employs execution-semantic aspects, constructing a consolidated model 

out of semantic relations between nodes. Understanding “semantic” as related to process execution 

(opposed to structure), the resulting reference model subsumes the behaviour of the input models ra-

ther than their design. Consequently, this method should offer greater flexibility and pose fewer re-

strictions on the input data. 

Since the main objective of our research is the design of a new approach to inductive reference model 

development, we follow a design-oriented research approach (Hevner et al., 2004; Peffers et al., 2007). 

Driven by the research objective to devise a more flexible, more capable and less restrictive approach 

to inductive reference modelling, we deduce to follow a different paradigm for the identification of 

process model commonalities. Following this paradigm, we design a new approach to inductive refer-

ence model development as a novel artefact in the area of information systems. It is implemented as a 

proof-of-concept and extensively evaluated in several scenarios.  

Following this design-oriented approach, this contribution is structured as follows. In section 2, we 

present a motivating example, which demonstrates the deficiencies of structure-based inductive refer-

ence modelling in general and illustrates the restrictions and shortcomings of a number of existing 

approaches. Section 3 introduces our newly developed approach to inductive reference modelling, 

named RMM-2. It is implemented as a proof-of-concept and evaluated in multiple scenarios, which 

are presented in section 4. The evaluation results as well as the potentials and limitations of our ap-

proach are critically assessed in section 5. We discuss related work in section 6. Section 7 concludes 

the paper with a summary and an outlook on future work. 
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2 Motivational Example 

Figure 1 shows an example of four small models, each depicting a simple trip booking process by 

means of an Event-driven Process Chain (EPC). Although the models are quite similar, none of the 

existing approaches to inductive reference modelling is capable of deriving a meaningful reference 

model for this input, since the approaches are all based on a structural notion of process similarity.  

Behaviourally similar process models can exhibit very different model structures. As an example, a 

typical result of a graph-based approach is shown in figure 1. While the two subgraphs that form the 

start and end of all process models can easily be found, the middle block, containing different nodes in 

different relations and a loop, cannot be reconstructed. In particular, conflicting order relations, loops, 

and differing scopes prevent or falsify the computation of a valid reference model. 

 

Figure 1. Four example models 
1
(1) – (4) and a typical result of a graph-based approach (5) 

Table 1 summarizes some important requirements to inductive reference modelling by analysing the 

shortcomings of six existing approaches. Identified by means of a literature review, they are compared 

to the proposed approach by indicating whether they fulfil (✔) or not fulfil (×) a certain requirement. In 

addition to the listed restrictions and shortcomings, all of the approaches assume a uniform level of 

granularity and the absence of duplicate labels. The listed shortcomings impede the application graph-

based approaches in many practical use cases, as the problematic features and properties are contained 

in most real-world models.   

 

Approach 

Models 

may  

contain 

loops 

Models 

may be 

arbitrarily 

structured 

Models 

may  

contain 

errors 

Models 

may have 

multiple 

startnodes 

Approach 

supports  

external 

mapping 

Reference 

model is 

connected 

Frequent  

relations  

are re-

tained 

Ardalani et al. (2013) × ✔ × ✔ ✔ × ✔ 

Li et al. (2009) × × ✔ ✔ × ✔ ✔ 

Martens et al. (2014) ✔ ✔ × ✔ ✔ ✔ × 

Rehse et al. (2015) × ✔ ✔ ✔ ✔ × ✔ 

Yahya & Bae (2011) × ✔ ✔ × × ✔ ✔ 

Yahya et al. (2012) × ✔ ✔ × × ✔ × 

RMM-2 ✔ ✔ ✔ ✔ ✔ ✔ ✔ 

Table 1. Requirements of approaches to inductive reference model development 

                                                      

1 Originally depicted as Petri Nets (Van der Aalst et al., 2006), the models are converted to EPCs by inserting a function for a 

Petri Net transition. An AND-split (join) is inserted for a transition with multiple inputs (outputs) and an XOR-split (join) is 

inserted for a place with multiple inputs (outputs). Intermediate events are omitted for the sake of comprehensibility. 

Legend: 

N – Trip has to be booked 

R – Register request 

F – Book flight 

T – Book train 

H – Book hotel 

C – Change hotel 

I – Send invoice 

B – Trip is booked 
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3 The RMM-2 Approach 

3.1 Limitations of a Naïve Solution 

From the apparent shortcomings of structural approaches to inductive reference model development 

we deduce an execution-semantic principle for our approach. This means that we derive a reference 

model based on the execution traces of the individual models. By constructing a completely new mod-

el from these execution traces, we make sure that the behaviour of the individual models is represented 

in the reference model. Structurally equivalent models will always generate the same execution traces, 

however, the same holds for structurally different, but behaviourally equivalent models. Similarly, 

execution semantics are able to handle loops, since every execution trace is finite.  

 

Figure 2. Naïve solution to the intuitive idea  

Figure 2 outlines a naïve execution-semantic approach to inductive reference model development. 

Execution traces are generated from the input models, based on formal process model semantics. 

These traces are used to derive a reference model by means of Process Mining techniques. Applying 

parameters as well as pre- and post-processing, the model set behaviour, as represented by the traces, 

is contained the resulting reference model. This idea explains the concept of inductively developing a 

reference model based on execution-semantic similarities. However, due to the high computational 

complexity of computing and storing execution traces, it is not feasible in practice. To illustrate this, 

we consider one single operator block with n branches. If this block is connected by an XOR-

connector, it yields n different execution traces. For an AND-connector, every single branch has to be 

executed. Since the branches are not causally dependent, all possible execution orders are allowed, 

yielding 𝑛! possible execution orders. Every OR-connector allows the execution of any subset of sub-

sequent branches (except the empty set). Hence, for every OR-connector with n branches, there are 

2𝑛 − 1 executable subsets of branches. Within each of these subsets, every possible order is allowed. 

This yields a total ∑ (𝑛
𝑖
) ∗ 𝑖!𝑛

𝑖=1  different execution traces. To clarify the significance of these formulas 

for our computational task, Table 2 lists the number of possible execution traces for an operator block 

with n branches, with n ranging from 1 to 10. It is evident that computation of all possible traces will 

be impossible in a reasonable computation time, especially since most models contain more than one 

operator block. 

 

n 1 2 3 4 5 6 7 8 9 10 

AND 1 2 6 24 120 720 5,040 40,320 362,880 3,628,800 

OR 1 4 15 64 325 1,956 13,699 109,600 986,409 9,864,100 

Table 2. Numbers of possible execution traces for AND- and OR-connectors 

Hence, the RMM-2 approach is able to deduce the behavioural similarities of the input models without 

explicitly computing and storing execution traces. Instead, the behaviour of a model set is represented 

by so-called behavioural profiles (Weidlich et al., 2010, 2011), matrices containing semantic relations 

for every pair of contained nodes. These behavioural profiles can be derived directly from the process 

model itself and serve as the basis for computing a reference model. 
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3.2 Outline and Specification of the Proposed Approach 

Based on existing approaches by (Ardalani et al., 2013; Li et al., 2009; Martens et al., 2015; Rehse et 

al., 2015), we derive a procedure model for the RMM-2 approach, which is shown in Figure 3. The 

three stages marked grey are particularly relevant to our approach and are thus described in detail in 

the following sections. This does not mean that the other stages are irrelevant; our approach would not 

be able to compute a meaningful reference model without collecting the input models and computing 

an appropriate matching between them. However, these stages are important to almost all inductive 

approaches to reference model development. The relevance of collecting a meaningful set of input 

models and computing a mapping between them as well as the different measures of postprocessing a 

reference model are extensively covered by Rehse et al. (2015).  

 

Figure 3. Outline of the Refined RMM-2 Approach 

Before a user is able to develop a reference model, the input data has to be gathered. The boundaries 

of the reference model domain are determined by choosing a set of appropriate process models. While 

some organizations may decide to split their domain into several shorter processes, others may decide 

to include all activities into a single model. The combined scopes of all input models define the pro-

cess domain, from which the reference model scope is derived.  

The input models provide the computational basis of every inductive development. Users have to ad-

here to the restrictions an approach imposes on its input models. Unlike many other approaches, our 

approach allows models to include loops; however, the models may not include duplicate nodes or 

exhibit differing degrees of abstraction. As a second input, we require a mapping of the input models. 

Such a mapping of semantically equivalent functions can either be constructed manually or computed 

by a state-of-the-art process matching algorithm (Antunes et al., 2015). Based on the identified analo-

gies, the approach is able to derive semantic similarities in the set of input models.  

The scope of the new process model is determined within the boundaries of the process domain, which 

is given by the chosen input models. It defines which activities are to be included in the final model. 

Our approach provides two parameters, which impact size and structure of the resulting reference 

model. Depending on the chosen threshold values, models can be smaller or larger, “Spaghetti-like” or 

hardly connected at all. However, these characteristics also depend on the variability of the process 

domain, so their values should be chosen for each application individually. 

 Frequency Threshold (t): The frequency of a node is determined by dividing the transitive match 

frequency of the node by the total number of models. The scope parameter t  [0; 1] is then defined 

as a frequency threshold, setting the minimum frequency in order for a node to appear in the result-

ing reference model. 

 Noise Level (n): The noise level determines how often a relation has to appear in the set of input 

models to be adopted into the reference model. It is defined as a threshold percentage n  [0; 1], 

specifying the minimum percentage of models a relation has to appear in. This ensures that infre-

quent relations are not included in the reference model, such that its behaviour truly represents the 

common behaviour of the set of input models. 



 

 

Twenty-Fourth European Conference on Information Systems (ECIS), İstanbul,Turkey, 2016 6 

 

 

Applying the frequency threshold t, the scope of the reference model is derived from the scope of the 

input models. If a node’s relative frequency is at least as high as t, the node is part of the reference 

model. If the frequency is lower than t, the node has to be removed from the input models. For an in-

ternal node, we add an additional arc from its predecessor to its successor node before removing it. If 

the removal results in a connector block with only one branch or an empty loop, the respective edges 

and connectors have to be removed as well. 

3.3 Generate Behavioural Profiles 

After identifying the scope of the reference model, its behaviour has to be determined in terms of pro-

cess model semantics. One way to represent the pairwise semantic relations within a set of nodes are 

so-called behavioural profiles (Weidlich et al., 2010, 2011). A behavioural profile for a set of nodes S 

with |S| = n is a n×n matrix, which contains a semantic order relation for every pair of nodes a,b  S. 

In Process Mining, behavioural profiles are usually derived from a set of process traces. As we explain 

in section 3.1, it is not computationally feasible to compute all possible execution traces in order to 

compute a behavioural profile for every one of the input models. Instead, we compute the behavioural 

profiles directly from the process models themselves by inspecting their formal execution semantics.  

All following definitions define an EPC as a tuple P = (E, F, C, A, ), according to the definition by 

Weske (2012, p. 162), where E is the set of events, F the set of functions, V = E  F the set of verti-

ces, C the set of connectors, A the set of arcs and  the connector typing function.  

Definition (Model-based Ordering Relations): Let P = (E, F, C, A, ) be an event-driven process 

chain. For every pair of vertices v1, v2  V, one of the following relations holds. 

 v1 #P v2 if there exist two process execution where one connector enables v1 and disables v2 in one 

execution and vice versa in the other (XOR-split) or there exist two process executions where one 

connector in solely enabled by v1 in one execution and by v2 in the other (XOR-join) 

 v1 ||P v2 if for every process execution, v1 and v2 are enabled by the same connector (AND-split) or 

jointly enable the same connector (AND-join) 

 v1  v1 if there exists a process execution where v1 is enabled by itself (one-node loop) 

 v1  v2 if there exists a process execution where v1 is enabled by v2 and vice versa (two-node loop) 

 v1 P v2 if for every process execution, v1 is enabled by v2 (possibly via connectors) 

 v1 –P v2 otherwise 

The ways in which nodes are enabled and disabled by each other depend on the formal semantics that 

is used. Because the EPC is a semi-formal modelling language, there exist a few different approaches 

to formalizing its semantics. The contribution at hand refers to the semantics defined by Mendling 

(2007) and Mendling and Van der Aalst (2006)
2
.  

For every input model of the approach, a behavioural profile is computed. Model-based ordering rela-

tions are identified by traversing the model, imitating an execution by means of the formal EPC se-

mantics. Whenever a node is fired, we check which of the above relations hold and denote it in the 

behavioural profile. Such a traversal has a complexity linear to the model size. After executing this 

step, we obtain a set of behavioural profiles, which represent scope and behaviour of every input mod-

el. However, to derive a reference model, we need one single behavioural profile subsuming those of 

the input models. Hence, in the next step, the set of profiles is parametrized and integrated according-

ly.  

                                                      

2 Formal definitions of the above relations based on the given semantics are available upon request. 
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3.4 Integrate Behavioural Profiles 

In this stage, we determine both the set of nodes the reference model will consist of and their relation 

towards each other by integrating the individual behavioural profiles. The integrated profile will serve 

as a basis for discovering the actual reference model in the next step. 

Since the models were already preprocessed and infrequent nodes were removed, all nodes that are 

contained in the input models at this point will be represented in the reference model. For every (tran-

sitive) match between the input models, one representative node is chosen. This set of representatives 

will constitute the reference model.  

For every pair of representatives, we have to determine their ordering relation, according to the subset 

of input models they are contained in. Therefore, we apply the following definition. 

Definition (Integrated Behavioural Profile): Let P = P1,…,Pm be the set of input models, Vk = Ek  

Fk the set of nodes for model Pk, V  ⋃ 𝑉𝑘
𝑚
𝑘=1  the set of nodes that constitute the reference model and 

vi, vj  V. The integrated behavioural profile is a matrix M|N|×|N|, such that for every Mij one of the 

following relations holds. 

 vi  vi if there exists Pk with vi  Pk and vi ∗𝑃𝑘
vi 

 vi  vj if there exists Pk with vi, vj  Pk and vi 𝑃𝑘
vj 

 vi || vj if either (there exists Pk with vi, vj  Pk: vi ||𝑃𝑘
vj) or  

(there exist Pk,Pm with vi, vj  Pk and vi, vj  Pm: vi 𝑃𝑘
vj  vi 𝑃𝑚

vj) 

 vi  vj if for all Pk with vi, vj  Pk: vi −𝑃𝑘
vj  vi 𝑃𝑘

vj  vi #𝑃𝑘
vj 

 vi # vj if for all Pk with vi, vj  Pk: vi −𝑃𝑘
vj  vi #𝑃𝑘

vj 

 vi – vj otherwise 

The integrated behavioural profile is parametrized by the Noise Level parameter n. It specifies the 

minimum number of models in which a relation has to appear in order to be included in the behaviour-

al profile. This cancels out infrequent behaviour and allows for clearer relations and thus higher 

chances for a connected, meaningful model.  

3.5 Discover the Reference Model 

The integrated behavioural profile and its corresponding set of nodes serve as the basis for determin-

ing the final preliminary reference model. To perform this task, we define a basic algorithm for pro-

cess discovery, i.e. the construction of a new process model, represented as an EPC, encompassing the 

behaviour as specified in the behavioural profile. Similar ideas are used in some algorithms for Pro-

cess Mining  (Van der Aalst, 2011).  

This algorithm has to account for the syntactic and semantic specificities of EPCs. EPCs make their 

control relation explicit by the use of split- and join-connectors, associated with a type and respective 

semantics. Hence, explicit AND-, OR- and XOR-semantics have to be considered separately. EPCs 

allow nested operators, which add another level of complexity to the algorithm. Also, loops that con-

sist of only one or two loops have to be identified separately. 

The following algorithm takes all of those features into account and computes an EPC, which allows 

for the semantics expressed in the behavioural profile. Given an integrated behavioural profile M and 

its corresponding set of nodes V, we can define the following sets. 

 𝐸 = {𝑒 | 𝑒  𝑉 𝑎𝑛𝑑 𝑒 𝑖𝑠 𝑎𝑛 𝑒𝑣𝑒𝑛𝑡} is the set of events 

 𝐹 = {𝑓 | 𝑓  𝑉 𝑎𝑛𝑑 𝑓 𝑖𝑠 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛} is the set of functions 
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 𝑋
𝑆 = {(𝑎, 𝐵)| 𝑎  𝑉  𝐵  𝑉  𝐵 ≠   ∀𝑏𝐵𝑎𝑏  ∀𝑏1,𝑏2𝐵𝑏1||𝑏2 }  

 𝑌
𝑆 = {(𝑎, 𝐵)  𝑋

𝑆 | ∀(𝑎,𝐵′)𝑋
𝑆  𝐵  𝐵′ 𝐵 = 𝐵′} (AND-splits) 

 𝑋×
𝑆 = {(𝑎, 𝐵)| 𝑎  𝑉  𝐵  𝑉  𝐵 ≠   ∀𝑏𝐵𝑎𝑏  ∀𝑏1,𝑏2𝐵𝑏1#𝑏2 } 

 𝑌×
𝑆 = {(𝑎, 𝐵)  𝑋×

𝑆 | ∀(𝑎,𝐵′)𝑋×
𝑆  𝐵  𝐵′ 𝐵 = 𝐵′} (XOR-splits) 

 𝑋
𝐽

= {(𝐴, 𝑏)| 𝐴  𝑉  𝑏  𝑉  𝐴 ≠   ∀𝑎𝐴𝑎𝑏  ∀𝑎1,𝑎𝐵𝑎1||𝑎2 } 

 𝑌
𝐽

= {(𝐴, 𝑏)  𝑋
𝐽
 | ∀

(𝐴′,𝑏)𝑋
𝐽  𝐴  𝐴 𝐴 = 𝐴′} (AND-joins) 

 𝑋×
𝐽 = {(𝐴, 𝑏)| 𝐴  𝑉  𝑏  𝑉  𝐴 ≠   ∀𝑎𝐴𝑎𝑏  ∀𝑎1,𝑎𝐵𝑎1#𝑎2 } 

 𝑌×
𝐽

= {(𝐴, 𝑏)  𝑋
𝐽
 | ∀

(𝐴′,𝑏)𝑋×
𝐽  𝐴  𝐴 𝐴 = 𝐴′} (XOR-joins) 

 𝑋1𝐿 =  {(𝑃, 𝑎, 𝑆)| 𝑎  𝑉  𝑃, 𝑆  𝑉  𝑎  𝑎  ∀𝑣𝑉𝑣  𝑎  𝑣  𝑃  ∀𝑣𝑉𝑎 𝑣  𝑣  𝑆}  

 𝑋2𝐿 =  {(𝑃, 𝑎, 𝑏, 𝑆)| 𝑎, 𝑏  𝑉 𝑃, 𝑆  𝑉 𝑎  𝑏  ∀𝑣𝑉𝑣  𝑎  𝑣  𝑃  ∀𝑣𝑉𝑎 𝑣  𝑣  𝑆}  
All of those sets are necessary such that we can compute an EPC that allows for the specified behav-

iour. The first two sets of events and functions are derived directly from the corresponding set of 

nodes and constitute the nodes of the reference model. The four sets 𝑋
𝑆 , 𝑋×

𝑆 , 𝑋
𝐽
, 𝑋×

𝐽
 are necessary to 

define the control flow of the resulting EPC. Each one represents one possible connector type, i.e. 

AND-splits, XOR-splits, AND-joins, and XOR-joins. The sets contain pairs of a node and a set of 

nodes, which constitute the input and output nodes of a connector in the final EPC. For each set X, a 

second corresponding set Y is specified, which contains only the maximum pairs, such that only one 

connector is inserted for the entire set of successors or predecessors instead of one for every subset.  

Loops of one or two nodes have to be treated separately to be correctly discovered. Therefore, we de-

fine the two sets 𝑋1𝐿 , 𝑋2𝐿.  𝑋1𝐿 contains all nodes that are contained in an individual loop. Similarly, 

𝑋2𝐿  contains pairs of nodes that are jointly contained in a loop. To correctly define a loop, its sets of 

predecessors P and successors S have to be determined as well. 

For a meaningful EPC, we also have to define a set of connectors C as well as a control flow relation 

A. A connector of the respective type is defined for every pair contained in the sets 𝑌,×
𝑆,𝐽

. For each 

loop, two XOR-connectors are defined one as entry and one as exit point. The three sets E, F and C 

are connected by the set of edges A. To implement the control flow relations specified in 𝑌,×
𝑆,𝐽

, we de-

fine four arc sets 𝐴,×
𝑆,𝐽

. In case of a split-connector, one edge is inserted from the common predecessor 

node to the corresponding connector and one from the connector to every successor node. The arcs are 

inversely defined for the join nodes of both types. The arc sets 𝐴1𝐿 , 𝐴2𝐿 compose the loop structure. 

All predecessor nodes are connected to the entry point connector. In both cases, this connector has 

node a as an output. In case of a two-loop, node b is inserted after node a before connecting it to the 

exit point connector. The loop itself is defined by an arc connecting the exit point to the entry point. 

Finally, arcs are inserted from the exit point connector to all successor nodes. For sequentially ordered 

nodes, the according edges are inserted by the set 𝐴𝑆, which defines a simple edge between every pair 

of nodes that have exactly one predecessor respectively successor. 

Finally, connectors are nested in order to obtain a correct control flow. A nested connector is a con-

nector, which has another connector as an output or input. Nested split operators can be identified by 

examining their successor sets. If one successor set is a real subset of another successor set, the con-

nectors have to be nested, since the outer one has the same successors as the inner one, but also addi-

tional ones. The nesting is achieved by altering the set of already defined arcs. For each pair of nested 

connectors, we add an edge from the outer to the inner one. Then, we remove all edges between the 

outer connector and the successors of the inner connector, because this connection is now defined 
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indirectly by the connection to the inner connector. Analogously, the procedure is inversed for join 

connectors. 

In the final stage of the development process, the discovered model can be manually changed to fit the 

needs of its stakeholders. This may include expanding, aggregating or replacing, adding or removing 

nodes, adding deductively developed model parts, correcting modelling mistakes, as well as removing, 

changing or reordering model parts. 

4 Proof-of-Concept and Evaluation 

In order to demonstrate and evaluate the capabilities of RMM-2, the approach, as specified above, is 

prototypically implemented and integrated into a research prototype developed in our research group. 

This Java-based prototype provides functionalities for loading and saving XML-based representations 

of business process models, such as EPML (EPC Markup Language) or AML (ARIS Markup Lan-

guage) files. In addition, it contains several state-of-the-art matching algorithms that can be used to 

compute a high-quality matching between the input models. This proof-of-concept implementation is 

then used to evaluate the approach in three different scenarios, which are all derived from real-world 

datasets. The scenarios are summarized in table 3.  

 

 Domain #Models Avg. Size  Modelling type 

Scenario 1 Third-party Funding 4 29.0 Manually Designed Models 

Scenario 2 Residents’ Registration 10 22.0 Synthetically Generated Data Set 

Scenario 3 Frequent Flyer Programs 8 28.5 Controlled Manual Modelling Exercise 

Table 3.  Summary of evaluation scenarios 

The first scenario originates from a BPM project regarding the processes around third-party funded 

research projects at German universities (Gröger and Schumann, 2014). Processes from given domains 

were collected at four different universities and manually modelled as BPMN process diagrams, con-

taining harmonized labels. For our evaluation scenario, they were transformed into EPCs and translat-

ed from the original German into English. The original publication suggests a reference model for the 

given set of process models, which is used as the benchmark for our evaluation. Figure 4 shows the 

input models for scenario 1 as well as the suggested and computed reference models.  

For the second scenario, we choose a model from the CoSeLoG project, which was set out to docu-

ment and compare business processes from several Dutch municipalities, as the basis for a synthetic 

modelling case. By randomly deleting, moving, and renaming nodes, we compute a set of ten process 

models, each depicting a variation of the given model (Ardalani et al., 2014). Our approach is then 

applied to these variations, whereas the original model serves as the reference model benchmark. 

In the third evaluation scenario, we use data from a controlled modelling scenario. A textual represen-

tation of a business process is given to a number of candidates, which then model the described pro-

cess as an EPC. From the resulting process models, we exclude those that do not adhere to the re-

strictions of the approach, i.e. those that are not fully connected, do not contain at least one start and 

end node, and contain events or functions with more than one ingoing and outgoing edge. From the 

remaining model set, eight models are chosen randomly. The sample solution to the controlled model-

ling exercise is used as the expected reference model. 

Every scenario consists of a number of models that describe different business processes from the 

given domain. For all three sets, we compute a reference model using the implementation described 

above. Since there exists a given reference model for each scenario, we use this model as a benchmark 

for our evaluation. The reference model that is computed by the RMM-2 approach is compared to the 

given reference model to determine the capability, flexibility, and the restrictions of the approach.  
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Figure 4.  Four process models (1) – (4) depicting the execution stage of a third-party funded 

research project at German universities (adapted from (Gröger and Schumann, 

2014)), the suggested reference model (5) and the computed reference model (6) 

This comparison makes use of several numeric measures that originate in the field of Information Re-

trieval. Precision, Recall and F-measure are for example used to determine the quality of a computed 

process matching in comparison to a predefined gold standard (Antunes et al., 2015). Here, we use it 

to determine the similarity between the expected reference model R* and the reference model R that is 

computed by the respective inductive approach (Martens et al., 2015). Precision measures the percent-

age of relevant elements in the computed reference model, whereas recall measures the percentage of 

elements in the expected reference model that are correctly discovered. The F-measure is defined as 

the harmonic mean of precision and recall, integrating and balancing them into a single measure. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|𝑅∗|∩|𝑅|

|𝑅|
  𝑟𝑒𝑐𝑎𝑙𝑙 =

|𝑅∗|∩|𝑅|

|𝑅∗|
 𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  

2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 

Precision, Recall and F-measure can be computed individually for all elements of an EPC, i.e. events, 

functions, connectors, or edges, or for the EPC as a whole. For all measures, a high value indicates a 

high degree of conformity between the computed and the expected reference model. Regarding the 

execution time, none of the computations for this evaluation took longer than a few seconds on a 

standard PC hardware architecture. 

 

 Measure Events Functions Connectors Edges All 

Scenario 1 Precision 1.00 0.80 0.80 0.79 0.82 

Recall 1.00 0.89 0.80 0.82 0.83 

F-measure 1.00 0.84 0.80 0.80 0.82 

Scenario 2 Precision 1.00 1.00 0.80 0.30 0.61 

Recall 1.00 1.00 0.67 0.29 0.59 

F-measure 1.00 1.00 0.73 0.30 0.60 

Scenario 3 Precision 0.82 0.86 0.00 0.46 0.66 

Recall 0.69 0.60 0.00 0.22 0.40 

F-measure 0.75 0.71 n/a 0.30 0.49 

Table 4. Summary of evaluation results  
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5 Discussion 

The evaluation results reveal some major assets and drawbacks of the RMM-2 approach. The first 

evaluation scenario illustrates the capabilities of automated versus manual approaches to inductive 

reference model development as well as the advantages of semantic in comparison to structural ap-

proaches. While manual approaches require a lot of resources, they are capable of considering context 

information. Automated approaches are fast and do not require additional resources, however, they 

have to rely on the provided information and cannot incorporate additional domain knowledge. Se-

mantic approaches do not rely on structural similarity measures or uniform graph structures to repre-

sent process model similarity. However, an increased flexibility does not guarantee an optimal refer-

ence model. In addition, they rely on semantically correct process models to be able to produce results.  

The RMM-2 approach is able to reconstruct the rather complicated second part of the reference model 

of scenario 1 (marked grey in figure 4). It consists of nested and interrelated loops and operator 

blocks, which pose a remarkable challenge to graph-based approaches. The ability to focus on model 

behaviour and reconstruct it is one of the major strengths of RMM-2. We still need to account for the 

differences between the computed reference model and the benchmark model. The latter contains spe-

cific optimizations instead of subsuming the contents and behaviour of the given input models. Since 

our approach does not consider this type of context information, it cannot perform this kind of merge 

operations. However, these kinds of adaptions can easily be included in a manual post-processing step. 

While the first evaluation scenario yields very good results in terms of high precision and recall val-

ues, not all of these numbers can be reproduced in the two remaining scenarios. First, for both of them, 

less than half the edges of the reference model can be discovered correctly. Second, whereas a high 

percentage of connectors are correctly discovered in the second scenario, not one of them is found in 

the third one. This means that the discovered structure differs considerably from the expected one. We 

can deduce that the quality of the resulting model is highly dependent on the quality of the input data. 

If the models differ greatly in terms of size, scope, or structure, RMM-2 is unable to identify many 

similarities between them and does not construct a meaningful model. This is at least in part due to the 

rather simple process discovery algorithm. More elaborate discovery techniques would probably yield 

better results. In addition, the mapping quality also influences the final reference model in terms that 

automated mapping approaches generally produce mappings of lower quality. If model analogies are 

not captured in a mapping, they cannot be included in the reference model.   

Readers may notice that the above definitions do not contain OR-connectors. This does not have tech-

nical reasons, as the used semantics present a concise definition of the complex semantics of an OR-

join. However, including OR-joins in our reference model would require additional conceptual consid-

erations about the intended semantics. Since this contribution is meant to be a proof-of-concept, these 

considerations are left for future work. 

On first sight, it seems counterintuitive that the first evaluation scenario yields so much better results 

than the second and third one. After all, the first scenario is the only one based on real-world process 

models, whereas the other two scenarios are constructed synthetically. However, the models from the 

first scenario exhibit the highest degree of similarity towards each other, while the models from the 

other two sets vary in terms of scope and structure. Hence, the applicability of inductive reference 

modelling approaches to specific use cases is not determined by how closely they resemble reality. 

Instead, difficulty is introduced by a higher degree of variation within the model set, independent from 

its modelling method. Hence, while RMM-2 produces viable reference models for scenarios 2 and 3, 

these models differ from the benchmark model, as they include more process variants. This is a gen-

eral problem for practical use cases of inductive reference modelling, which needs to be addressed. 

The higher the variation within the input model set, the harder it is to find an appropriate value for the 

parameters t and n. As users may put more relevance to less frequent model parts and vice versa, the 

manual post-processing step gains more relevance, as it enables users to adapt the reference model 

according to their preferences by adding or removing nodes and models parts.  
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6 Related Work 

Several authors have already proposed methods for the inductive derivation of reference process mod-

els, employing different paradigms and techniques. The Graph-Edit Distance (GED) as a measure of 

process model similarity serves as a basis for some of them. Li et al. (2009) suggest an algorithm that 

reduces the average edit-distance between a given reference model and a set of process variants. Simi-

larly, Ardalani et al. (2013) extend the minimal graph-edit distance towards a minimal cost of change. 

Non-heuristic approaches may work by identifying similarities among process models in terms of fre-

quent substructures (Rehse et al., 2015). Genetic algorithms are the basis for another approach (Mar-

tens et al., 2014), which defines a fitness function, based on the graph-edit distance. Integer Program-

ming (IP) provides the formal background for several approaches. One iteratively constructs a new 

reference model based on the pairwise degree of node proximity (Yahya and Bae, 2011). The second 

describes a genetic algorithm, performing random mutations based on node proximity (Yahya, Bae, et 

al., 2012). This approach is extended towards multi-objective reference models (Yahya, Wu, et al., 

2012). Other authors, such as Song et al. (2008) or Gottschalk et al. (2008), rely on event log data 

from different systems rather than individual process models to mine their reference models.  

Apart from reference modelling, some authors have already considered execution semantics as the 

base for process model comparison. For example, Mendling et al. (2007) introduce the idea of causal 

footprints to determine a degree of similarity between two process models. The contribution by Becker 

et al. (2011) defines a semantic process distance, completely abstracting from the model structure. 

The techniques and algorithms of our proposed approach resemble some ideas that originate from the 

field of Process Mining. Conceptually, they follow different objectives and purposes. Process Mining 

aims at extracting As-Is-Processes in order to “pay attention to the alignment of model and reality” 

(Van der Aalst, 2011, p. 7). So, while Process Mining intends to monitor processes on an execution 

level, Inductive Reference Modelling focuses on the design stage, improving the reference model 

quality rather than treating it ex post. The developed reference model is not meant to depict a realistic 

model of the given domain or to represent every possible process instance or configuration. Instead, it 

should illustrate typical, but abstract process behaviour. On a technical level, Process Mining depends 

on the availability of event log data, whereas the approach on hand is based on the transformation of 

existing models. Many techniques such as behavioural profiles can be applied in both fields, however, 

appropriate parameters, pre- and post-processing steps are required to obtain meaningful results.  

Similarly, our contribution is set apart from configurable process models (Rosemann and van der 

Aalst, 2007), which contain many different process variants, providing an integrated view on the do-

main. Approaches to Process Model Merging (La Rosa et al., 2013) use configurable models to con-

solidate a set of process models. Since such a model gives way to a multitude of different process con-

figurations, Schunselaar et al. (2014) automatically prune the model for the optimal configuration. 

Methodically, while they are set out to find the optimal process instance from a plethora of configura-

tions, we subsume the commonalities of a set of process models into a single reference model.  

Configurable reference models are often interpreted as generally applicable, hence incorporating all 

possible model variants. Vom Brocke (2007) argues that the intended and required character of a ref-

erence model in fact depends on the situational context. He introduces several additional design prin-

ciples for reference models that introduce a new level of flexibility to both the design and the applica-

tion of reference models. Depending on the specific use case, process models may be configured, in-

stantiated, aggregated, specialized or designed in analogy to the employed reference models. Accord-

ingly, reference models may be intended to represent a superset, merge, subset or extract of their re-

spective domain. This characterization gives way to a different interpretation of reference model de-

velopment towards reference model mining, i.e. an opportunity to automatically derive reference mod-

els for a specific application context. Table 5 relates some of the articles mentioned in this section to 

the described design principles and suggests situations for their application. As shown, most tech-

niques are not specific to one design principle. Since they are not sharply distinguished from one an-

other, several principles may apply to a situation. 
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Technique Situation Design Principle 

Mining Reference Model 

Configurations 

(Gottschalk et al., 2008) 

A configurable reference model can be derived by 

analysing the intended system behaviour. In addition, 

situational configurations can also be suggested. 

Configuration, 

Analogy 

Optimization of Process 

Configurations (Schun-

selaar et al., 2014) 

In a specific domain, an optimal process configura-

tion can usually be determined according to the situa-

tionally relevant parameters.  

Instantiation 

Process Model Merging 

(La Rosa et al., 2013) 

Merging a multitude of separate process variations 

into a consolidated model may be used to gain a bet-

ter understanding and simplify the management of 

the respective application domain. 

Aggregation, 

Configuration 

Process Model Intersec-

tion (La Rosa et al., 

2013) 

In contrast, focussing on the intersection (or digest) 

of a set of variants enables stakeholders to analyse 

recurring patterns and manage common fragments. 

Specialisation 

Proposed Approach A reference model representing the typical model 

behaviour for a given domain contains solution pat-

terns that may be replenished and reused.  

Specialisation, 

Analogy 

Table 5. Potential of Mining Approaches for Reference Model Adaptation Techniques 

7 Conclusion 

This contribution is set out to introduce, define and evaluate a new approach to inductive reference 

model development, which is based on execution-semantic instead of structural identification of model 

commonalities. We motivate the development of a new approach with the apparent restrictions and 

shortcomings of existing approaches, which are mainly based on structural notions of process-model 

similarity. Our new approach is intended to be more flexible and pose fewer restrictions to the input 

models, for example by allowing loops and external mappings. As the evaluation shows, the RMM-2 

approach fulfils these design objectives and is able to reconstruct even fairly complex graph struc-

tured, solely based on the intended process semantics. 

Still, the approach, as presented here, holds a lot of potential for improvements on both a conceptual 

and a technical level. Technically, the discovered model does not allow for all possible control flows 

and the discovery algorithm could be designed to be more flexible and more elaborate. The computa-

tion of behavioural profiles could be both simplified and optimized by employing the Refined Process 

Structure Tree (Vanhatalo et al., 2009; Weidlich et al., 2010). Conceptually, including OR-connectors 

would introduce a new level of flexibility into the approach, but would also require some additional 

conceptualisation. The inability to consider models with varying degrees of abstraction is one of the 

major drawbacks of all existing approaches. Whereas this does not rule out all potential use cases, it 

limits them considerably. Developing approaches to cope with varying degrees of abstraction is one of 

the major challenges when applying inductive reference model development in real-world scenarios. 

Examples of such use cases include aligning service processes in public administrations, integrating 

parallel ERP systems, or standardizing processes in multinational companies (Rehse et al., 2015). 

The design principles for reference models by Vom Brocke (2007) are an additional point of future 

research. As we have seen, there are numerous different techniques and approaches that could be used 

for situational and adaptive reference model mining. Table 5 gives an impression of a potential new 

research direction. Existing techniques could be related to different design principles and characteriza-

tions of reference models, such that we obtain a toolbox for mining reference models for specific use 

cases and contexts. This would not only introduce a new level of applicability to inductive reference 

modelling, but also widen the acceptance and distributions of reference models themselves. 
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