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Abstract  
In recent years, many organisations use high-performance computing clusters to, within a few 

days, perform complex simulations and calculations that otherwise would have taken years, even 

lifetimes, with a single computer. However, these high-performance computing clusters can be 

very expensive to purchase and maintain. For developing countries, these factors are viewed as 

barriers that will slow them in their quest to develop the necessary computing platforms to solve 

complex, real-world problems. From previous studies, it was unclear if an off-the-shelf personal 

computer (single computer) and low-cost computing clusters are feasible alternatives to high-

performance computing clusters for smaller scientific problems. The aim of this study was to 

investigate this gap in literature since according to our knowledge, this kind of study has not been 

conducted before. The study made use of High Performance Linpack benchmark applications to 

collect quantitative data comparing the time-to-complete, operational costs and computational 

efficiency of a single computer, a low-cost computing cluster and a high-performance cluster. The 

benchmark used the HPL main algorithm and matrix sizes for the n x n dense linear system ranged 

from 10 000 to 60 0000. The costs of the low-cost computing cluster were kept to the minimum 

(USD4000.00) and the cluster was constructed using locally available computer hardware 

components. 

 

In this study for the cases we studied, we found that a low-cost computing cluster was a viable 

alternative to a high-performance cluster if the environment requires that costs be kept to a 

minimum. We concluded that for smaller scientific problems, both the single computer and low-

cost computing cluster was better alternatives to a high-performance cluster. However, with large 

scientific problems and where performance and time are of more importance than costs, a high-

performance cluster is still the best solution, offering the best efficiency for both theoretical energy 

consumption and computation. 

 

 

Keywords 
Low-cost computing cluster, high-performance computing cluster, scientific computation, 

developing country. 

 

 

1. Introduction  
High performance computing (HPC) applications are often employed as powerful research 

instruments in academia and laboratories, and for business analytics in industry. A typical HPC 
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environment consists of either a supercomputer or a computer cluster to address complex 

computational requirements, support applications with significant processing time requirements or 

process large amounts of data (Middleton, 2011). HPC is used in a large variety of fields. NASA, 

for example, has a large range of advanced supercomputing projects including the High-End 

Computing Capability Project, Heliophysics Modelling and Simulation and Engineering Risk 

Assessment (NASA, n.d.). Other advanced supercomputing projects include weather forecasting 

simulation and meteorological models (Nyberg, 2013). In Africa, the Biblioteca Alexandrina 

(Library of Alexandria) in Egypt, which aims to host 8 million publications, uses a supercomputer 

for its Internet Archive (Bibliotheca Alexandrina, 2012). Also, South Africa in recent years, 

deployed HPC applications to conduct research in high energy physics and bioinformatics. Some 

of these supercomputing applications include modelling HIV-1 evolution, simulating tools for 

quantum computing, and Electromagnetic Computer Simulation for the MeerKAT and SKA 

projects (Centre for High Performance Computing, 2015). 

 

HPCs utilise a high-degree of internal parallelism and typically use specialised multi-processors 

with custom memory architectures. These architectures have been highly-optimised for numerical 

calculations. A computing cluster on the other hand, is a group of individual computers linked by 

a high-speed communication bus. Computing clusters provide higher availability and reliability 

and are more cost-effective than a single supercomputer system with equivalent performance 

(Middleton, 2011). Computing clusters have also become a very attractive option for storing 

terabytes, or even petabytes of data inexpensively by using Apache Hadoop™ as opposed to using 

an HPC (Minelli et al., 2013). While expenses are falling rapidly due to an increase in low cost yet 

powerful hardware, there is still a large initial investment required for a dedicated cluster (Bergman 

et al., 2009). This can be a significant obstacle for a developing country. 

 

HPCs consume a large amount of electrical power, for example, the HPC at the Lawrence 

Loivermore National Laboratory’s Sequoia system uses approximately 8MW in power when 

achieving 16 Petaflop/s (Bates & Patterson, 2013). Electricity rates in South-Africa have rocketed 

by more than 170% in the last five years (Vecchiatto, 2013) and are set to rise even further. 

Together with these rate increases, computer hardware is also becoming less affordable, since 

South Africa has to rely on international manufacturers. With the local currency (Rand) 

depreciating on average by 14.7% per annum against the US dollar since January 2009 (United 

States Embassy in South Africa, 2014), organisations are pressured to maintain or replace the 

hardware infrastructure for a supercomputer. 

 

This study will investigate the feasibility of using an off-the-shelf personal computer and a low-

cost computing cluster for scientific computing as a means to counter these external pressure 

factors. For the purpose of this study, the off-the-shelf personal computer will be referred to as a 

single computer. Both the single computer and the low-cost computing cluster were constructed 

using locally available commodity computer hardware. The single computer and the low-cost 

computing cluster were benchmarked against each other and also against an industrial-size 

supercomputer in terms of performance and theoretical energy consumption. By benchmarking the 

three computer configurations using the High Performance Linpack (HPL) Benchmark, an initial 

cost performance analysis was compiled. The time and accuracy of the results were compared to 

determine if there were circumstances where a single computer or a low-cost computing cluster 

could be used as an alternative to a high-performance computing cluster. 
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This paper will proceed by first providing an overview of low-cost computing clusters, and 

specifically how it relates to computing performance and energy consumption. This will be 

followed with a discussion on the methodology used for the study. Finally, the results of the 

benchmarks test and the conclusions drawn from the results will be presented. 

 

2. Overview of low-cost computing clusters 
Low-cost commodity computer clusters are built using commodity-off-the-shelf (COTS) hardware 

components with free, or commonly used software and are linked by a high-speed bus (Apon et 

al., 2001; Jeun et al., 2003). The guiding principle for a low-cost commodity cluster is to have low 

performance, low-cost hardware working in parallel (Dorband et al., 2003). High-performance 

computing clusters (HPCC) on the other hand, are configured using commercial off-the-shelf 

components and will have fewer high-performance, high-cost hardware components (Middleton, 

2011). A computer cluster will have hardware components that include computers (i.e. nodes) and 

networks (Apon et al., 2001; Middleton, 2011). Cluster nodes can be computers, workstations or 

even symmetric multiprocessors (SMP). Networks used for interconnecting cluster nodes can be 

local area networks (LAN) such as Ethernet and Fast Ethernet or InfiniBand communication fabric 

(Middleton, 2011). A computing cluster should not be confused with a parallel computer or 

supercomputer. A parallel computer is a single machine using a set of multi-core and multi-

processors computers that work cooperatively to solve a computational problem. This can include 

supercomputers that have thousands of processors, networks of workstations and embedded 

systems (Foster, 1995). Since the focus of the study is on feasibility of a low-cost computing 

cluster, an overview of related work will now be discussed.  

 

Sterling and Becker (1995) constructed the first low-cost computing (LCC) cluster using 16 off-

the-shelf 486 processors in 1994. This computer became known as the Beowulf cluster computer. 

The Beowulf cluster computer consisted of three dedicated components: a collection of low-cost 

computers (general PCs) of a single type, a high-speed network for interconnecting them, and an 

operating system (Linux in their case) that allows the computers to operate in parallel (Bollinger, 

1999). The cluster computer was tested with a series of experiments that measured the scaling 

characteristics in terms of communication bandwidth, fire transfer rates and processing 

performance (Sterling et al., 1995). The Beowulf cluster computer opened up the world of 

supercomputing and made it very attractive to groups that wanted to adopt clusters. The attraction 

lies in the (potentially) low cost of both hardware and software, and the control that builders and 

users have over their system (Dongarra & Van der Steen, 2012), thus avoiding the high costs of a 

fully customised parallel computer. Mai & De Rose (2000) presented a low-cost computing cluster 

architecture configuration as an alternative to the construction of parallel and distributed machines. 

However, their study did not evaluate the architectures in terms of cost-effectiveness, electricity 

usage or time-to-complete a job, but only proposed different configurations based on cost and 

application areas. Jeun et al. (2003) tested a cluster-based e-mail system architecture that satisfied 

both the high performance requirement of scalability and reliability, and the low cost requirement 

at the same time. Their research, however, focused on an e-mail system and did not address the 

factors that this study sought to evaluate, namely theoretical energy consumption, time-to-

complete and cost-effectiveness. Misbabuddin et al. (2008) constructed a personal computer (PC) 

based cluster to execute a program in parallel for a computationally intensive complex problem. 

They did not compare the cluster to another computing platform. Bergman et al. (2009) created 
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and evaluated a low-cost computing cluster within a virtualised laboratory environment. 

Benchmarks tests were performed on several different workstation configurations to determine the 

maximum performance of the cluster, the performance drop observed due to usage of the operating 

system, and the number of workstations that would benefit clustering. They did not compare the 

low-cost computing cluster with any other cluster environment. Lang et al. (2010) conducted an 

experiment that compared a traditional cluster with a low power and low-cost computing cluster. 

The experimental results included energy measurements as well as scale-up experiments. Several 

SELECT queries on relational data were used for the experiment. Naik (2012) constructed an 8 

node low-cost cluster using off-the-shelf personal computers and free open source software. 

Benchmark tests were conducted using the Message Passing Interface (MPI) programming model. 

They used MPICH and a parallel file system (PVFS2) in all the experiments. However, they did 

not compare their cluster with other computing platforms. 

 

3. Methodology 
A comparative study was conducted to collect quantitative data in order to compare the time-to-

complete, operational costs and computational efficiency of three different computing 

environments. Previous studies have used this methodology successfully when conducting 

benchmark tests (Bergman et al., 2009; Lang et al., 2010; Naik, 2012). The three different 

computing environments for this study were a single computer, a low-cost computing (LCC) 

cluster and a high-performance computing (HPC) cluster.  

 

3.1 Benchmark Applications 
High Performance Linpack (HPL) benchmark applications were used to test the performance of 

the three platforms. HPL is software that solves a dense n by n linear system in double precision 

(64 bits) arithmetic on distributed-memory computers (Petitet et al., 2014). The HPL package also 

provides a testing and timing program to quantify the accuracy of, as well as the time it took to 

compute the obtained solution (Petitet et al., 2014). HPL is often used to benchmark scientific 

clusters in a production environment, is dependent on Random Access Memory (RAM) size and 

network speed, and is very CPU intensive (Davies et al., 2011). It was envisaged that the HPL 

benchmark will provide good insight into the efficiency, performance and effectiveness of a 

platform, from a theoretical point of view. The main HPL algorithm was used in this experiment 

(Netlib.org, 2015a). 

 

Other software used in the experiment includes the high performance implementation of the 

message passing interface (MPI), MPICH. MPICH is used to run the benchmarks over multiple 

computers as a single program. MPICH includes a C compiler called MPICC that is needed to 

compile programs that implement MPI or a derivative thereof, as well as a linker called MPIF77. 

Automatically Tuned Linear Algebra Software (ATLAS), which is needed by HPL, was also used. 

The GNU Code Compiler (GCC) was used to compile MPICH and ATLAS. MPICC and MPIF77 

from the compiled MPICH were used to compile HPL. Other compilers, such as the Intel 

Compilers that form part of the Intel Parallel Studio (which is optimised for Intel architectures), 

can significantly increase performance, but the increase in performance is not equal on Intel and 

AMD architectures. The Intel Parallel Studio is an additional software resource that includes 

programs often used on clusters, such as an optimised MPI implementation, linear algebra 

software, performance profilers and more. The Intel Parallel Studio is considered an expensive 

piece of software with costs that vary from USD1 199 up to USD29 499 (Intel, 2015). Since the 
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focus of this study was to evaluate a single computer and a low-cost computing cluster in terms of 

cost effectiveness, the Intel Parallel Studio was excluded from the study. 

 

3.2 Computing Environment 
As mentioned previously, the three computing environments consisted of a single computer, a low-

cost computing (LCC) cluster and a high-performance computing (HPC) cluster. The prices of 

components for the single computer and LCC were obtained from Amazon.com (2014). The prices 

of components for the HPC were obtained from the University of the Free State’s High 

Performance Computing Cluster division. 

 

Motherboard MSI Z77 GD65 USD220.00 

CPU Intel i7 3770k @ 4.2Ghz USD330.00 

Memory 32GB DDR3 1600 MHz (4x corsair vengeance 8Gb) USD315.00 

Storage 3 x 1TB  Seagate barracuda 7200rpm – Raid 0 USD162.00 

Network 1GB On-board Ethernet USD0.00 

 Total (US Dollar) USD1 027.00 

Table 1: Configuration and Investment Cost of the Single Computer 

 

Motherboard Gigabyte G41MT-S2PT  USD74.00 

CPU Intel Core2Duo E7400 @2.8GHz USD70.00 

Memory 4GB DDR2 800 MHz (2x 2Gb) USD82.00 

Storage 250GB Seagate barracuda 7200rpm  USD55.00 

Network 1GB On-board Ethernet USD0.00 

 Total per node USD281.00 

Nodes  11+Head (12 in total) USD3 372.00 

Switch  USD600.00 

 Total (US Dollar) USD3 972.00 

Table 2: Configuration and Investment Cost of the LCC Cluster 

 

Dell Model Box configuration 

Only an aggregate amount 
available per node 

 
USD10 504.00 

CPU 4x AMD Opteron 6172 @ 2.1GHz 

Memory 64 GB DDR3 1333MHz Registered Ram Modules 

Storage Intel x25-E SATA SSD 

Network 
Infiniband QDR Network Adaptor. 
Dual-Port Gigabit Ethernet controller 

Nodes 4 USD42 016.00 

Switch  USD3 153.00 

 Total (US Dollar) USD45 169.00 

Table 3: Configuration and Investment Cost of the HPC Cluster 

 

3.3 Square Two-Dimensional Grid 
To maximise HPL performance for this study, a square two-dimensional grid of processors for 

HPL should be constructed (Netlib.org, 2015a). A two-dimensional grid indicates that certain cores 

will be unused in order to maximize HPL performance (Netlib.org, 2015b). For the single 
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computer the configuration already was a two-dimensional grid of 2x2 cores. For the LCC cluster, 

only 20 of the available 22 cores were used, resulting in a theoretical maximum of 216 Giga 

Floating-Point Operations per Second (GFLOPS) and a grid of 4x5 cores. Finally, for the HPC 

cluster, restrictions imposed by the system administrator of the high-performance cluster meant 

that only 46 of the 48 cores were usable per node. Thus, 184 cores were available but a two-

dimensional grid cannot be constructed with 184 cores. To construct a 13x14 two-dimensional 

grid, only 182 cores were used resulting in a theoretical maximum of 1528.8 GFLOPS. These 

values were used in calculating the computing efficiency of each of the configurations. In order to 

calculate and compare computing efficiency, the theoretical peak performance (TPP), as well as 

the power consumption per hour (PCPH), is of particular interest to this study. Both these values 

will be discussed and calculated for all three computing environments. 

 

3.4 Theoretical Peak Performance (TPP) 
Theoretical Peak Performance (TPP) is the maximum amount of Floating-Point Operations per 

Second (FLOPS) that a computer or cluster can compute without any bottlenecks or overheads. It 

is used to determine the efficiency of a cluster and can help in discovering bottlenecks. For both 

the single computer and the HPC cluster, the processors execute 8 CPU instructions per cycle 

(FLOPS). The processors for the LCC cluster execute only 4 CPU instructions per cycle (FLOPS). 

See Table 4 for the TPP of each computing environment. The following formula was used to 

calculate TPP (Microsoft, 2013; Novatte, 2014): 

 

TPP(GFLOPS) = node * ( sockets / node ) * ( cores / socket ) * GHz * FLOPS 

  

 

 
Node Performance (GFLOPS) 

Computing Environment 
Performance (GFLOPS) 

Theoretical Peak 
Performance (TPP) 

(GFLOPS) 

Single Computer 1 x 4 x 4.2Ghz x 8 1 x 134.4 134.4  

LCC Cluster 1 x 2 x 2.8Ghz x 4 11 x 22.4 246.4 

HPC Cluster 4 x 12 x 2.1Ghz x 4 4 x 403.2 1612.8 

Table 4: Theoretical Peak Performance (TPP) 

 

3.5 Power Consumption Per Hour (PCPH) 
Power Consumption Per Hour (PCPH) is calculated by adding the thermal design power (TDP), 

30W overhead for the motherboard and hard drive and an additional 3W for every memory module. 

See Table 5 for the PCPH of each computing environment. 

 

 Units 

 
 

Calculation 
Power Consumption 

per Hour (W) 

Single Computer 
Intel i7 CPU + 4 x 8GB Memory 

Modules 
 

77+30+(4 x 3) 
119 

LCC Cluster 
Intel Core2duo CPU + 2 x 2GB 
Memory Modules per machine 

 
(65+30+(2 x 3)) x 12 

1212 

HPC Cluster 
4x AMD Opteron CPU’s + 16 x 

4GB Memory Modules 
((115 x 4)+30+(16 x 3)) x 4 2152 

Table 5: Power Consumption Per Hour (PCPH) 

3.6 Benchmark Test and Problem Size 

The aim of the study was to investigate the feasibility of using a single computer and an LCC 

cluster for a scientific experiment. In order to accomplish this, the same benchmark test was 

executed with respect to all three computing environments and the results compared. The 
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benchmark test used the HPL main algorithm with problem sizes ranging from 10000 to 60000. 

The problem size is the size of the matrix that is used as the n by n dense linear system to be solved 

by the HPL algorithms. Problem sizes lower than 10000 usually do not reflect realistic results as a 

larger portion of the time is spent on overheads, such as data transfer, than actual computation. 

Although both the LCC cluster and HPC cluster have enough memory to allow larger problem 

sizes, the single computer cannot support problem sizes of significant increase. Thus, 60000 was 

chosen as the maximum problem size for the experiment.  

 

3.7 Metrics 

It was previously established that the increase in problem size increases the time-to-complete 

exponentially, but the application of additional cores to the problem reduces the time-to-complete 

(Sun & Chen, 2010). Furthermore, energy consumption of a computer is directly related to the 

time spent on the problem (Halliday et al., 2007). Therefore, this study used problem size, time-

to-complete, theoretical energy consumption and cost effectiveness to evaluate the efficiency of 

the computing platforms.  

 

4. Results 
For the purpose of this study, data on the measurements for each of the computing platforms were 

collected over a period of two weeks. Selected results will now be presented and discussed. 

 

4.1 Theoretical Energy Consumption 
As previously mentioned, the energy consumption is directly related to the time spent on the 

problem. The theoretical energy consumption (TEC) was calculated using the power consumption 

per hour (W) and the time-to-complete of each experiment (Hitachi, 2014). The results of the 

experiment for each computing platform and problem size are shown in Table 6. 

E(Wh) = P(W) × t(h) 

 
 

Single Computer LCC Cluster HPC Cluster 

Problem Size Time (s) 

Theoretical 
Energy 

Consumption (Wh) Time (s) 

Theoretical 
Energy 

Consumption (Wh) Time (s) 

Theoretical 
Energy 

Consumption (Wh) 

10,000 24.07 0.796 108.25 36.444 3.84 2.295 

20,000 188.40 6.227 235.99 79.450 13.00 7.771 

30,000 635.24 20.996 377.63 127.135 30.76 18.388 

40,000 1438.05 47.535 552.80 186.109 62.22 37.194 

50,000 2901.62 95.915 1487.70 500.859 111.82 66.844 

60,000 5012.21 165.681 2513.44 846.191 181.26 108.353 

Average 1699.93 56.192 879.30 296.031 67.15 40.141 

Table 6: Theoretical Energy Consumption (TEC) 

 

To determine the Theoretical Energy Consumption Cost (TECC), the study analysed the costs 

associated with the Power Consumption Per Hour of each of the three computing environments. 

The electricity cost per hour in dollars were calculated using the following formula: 
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Cost($) = E(kWh) × Cost(cent/kWh) / 100(cent/$) 

 

The peak cost of one kilowatt hour (1kWh) was ZAR0.80 in South Africa at the time the study 

was conducted (NERSA, 2014). Using a South African Rand-to-US Dollar exchange rate of 

ZAR11.5379 per US Dollar, as on 10 December 2014 (Exchange-Rates.org, 2015), this means the 

peak cost of one kWh is approximately 6.93 US cents at the time this study was conducted. The 

results of the analyses for each computing platform and problem size are shown in Table 7. 

 
 
 

Single Computer LCC Cluster HPC Cluster 

Problem Size Time (s) Cost (USD) Time (s) Cost (USD) Time (s) Cost (USD) 

10,000 24.07 0.00006 108.25 0.00253 3.84 0.00016 

20,000 188.4 0.00043 235.99 0.00551 13.00 0.00054 

30,000 635.24 0.00146 377.63 0.00881 30.76 0.00127 

40,000 1438.05 0.00329 552.8 0.01290 62.22 0.00258 

50,000 2901.62 0.00665 1487.7 0.03471 111.82 0.00463 

60,000 5012.21 0.01148 2513.44 0.05864 181.26 0.00751 

Average 1699.93 0.003895 879.30 0.02051 67.15 0.00278 

Table 7: Theoretical Energy Consumption Cost (TECC) 

 

From Tables 6 and 7 it appears that the single computer had the lowest theoretical energy 

consumption (6.227Wh) and cost (0.00043 USD) with regard to the small problem sizes 

(n<=20000). On the other hand, the HPC cluster showed the lowest theoretical energy 

consumption (37.19Wh) at larger problem sizes (n>=40000). This is because the HPC cluster used 

a fraction of the time-to-complete the same problem as the single computer and LCC cluster. The 

LCC cluster had the highest theoretical energy consumption (846.191Wh) and cost (0.05864 

USD), even though the time-to-complete the problem (2513.44s) was half of the single computer 

time-to-complete. The LCC cluster had a much higher energy rating than the single computer, but 

the difference in time-to-complete was not significant enough to counter act the energy 

consumption, unlike in the case of the HPC cluster. 

 

4.2 Cost Effectiveness 
Using the results of the previous findings (see section 4.1), a theoretical timeframe was calculated 

when the operational cost and initial investment of a LCC cluster (USD 3972) equals the initial 

investment of a HPC cluster (USD 45 169).  The Power Conception Per Hour of 1.212kW of the 

LCC and the peak cost for 1kWh of 0.00693 USD were used. The theoretical timeframe was 

calculated as follows: 

 

 

 

𝑇𝑖𝑚𝑒 =
𝐻𝑃𝐶 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 − 𝐿𝐶𝐶 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡

24ℎ𝑜𝑢𝑟𝑠 × 𝑃𝑜𝑤𝑒𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑃𝑒𝑟 𝐻𝑜𝑢𝑟 (𝑘𝑊) × 𝑃𝑒𝑎𝑘 𝐶𝑜𝑠𝑡 𝑜𝑓 1𝑘𝑊ℎ
 

𝑇𝑖𝑚𝑒 =
45169 − 3972

 24 × 1.212 × 0.0693
 

𝑇𝑖𝑚𝑒 =
41197

 2.0157984
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𝑇𝑖𝑚𝑒 = 20437 𝐷𝑎𝑦𝑠 = 55.95 𝑌𝑒𝑎𝑟𝑠  

 

The calculation assumed that the LCC cluster will operate on a 24x7 basis without downtime and 

at maximum capacity for the duration of the 56 years. The operational costs of the LCC cluster 

also did not take into account costs associated with cooling, part replacement and maintenance 

costs but solely focused on energy consumption costs. This result showed that there is a practical 

application for using a LCC cluster in an environment where the cost factor is more important than 

the time-to-complete factor, but are subject to a number of limitations and factors, including the 

available time as well as the size of the problems to be completed. In other words, the LCC cluster 

could hypothetically provide an organisation with low-cost cluster computing capabilities for 56 

years before it exceeds the investment capital investment of USD45 169 for a HPC cluster. 

 

4.3 Computational Efficiency 
Computational efficiency is used to determine how efficiently the processors of a supercomputer 

can be utilised. In other words, to determine if a component other than the processor is causing a 

bottleneck or lower performance of the supercomputer as a whole. Computational efficiency is 

calculated by using the best performance and theoretical peak performance. The following formula 

was used (Microsoft, 2013): 

 

Efficiency = Best Performance GFLOPS / Theoretical Peak Performance GFLOPS 

 

The results for the best performance of each computing platform and problem size are shown in 

Table 8 and Figure 1. 

 
 
 

Single Computer LCC Cluster HPC Cluster 

TPP (GLOPS) 
119 1212 2152 

Problem Size 
Actual 

(GFLOPS) 
Efficiency 

(%) 
Actual 

(GFLOPS) 
Efficiency 

(%) 
Actual 

(GFLOPS) Efficiency (%) 

10,000 27.700 20.61% 6.160 2.85% 173.600 11.36% 

20,000 28.310 21.06% 22.600 10.46% 410.200 26.83% 

30,000 28.340 21.09% 47.670 22.07% 585.300 38.28% 

40,000 29.670 22.08% 77.190 35.74% 685.800 44.86% 

50,000 28.720 21.37% 56.020 25.94% 745.300 48.75% 

60,000 28.730 21.38% 57.290 26.52% 794.500 51.97% 

Table 8: Computational Efficiency 
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Figure 1: Computational efficiency 

 

 

From Table 8 and Figure 1, it appears on average as if the single computer had the highest 

computational efficiency (20.61%) for a small problem size (n<10000). This is because there was 

no network fabric involved, thus removing certain overheads associated with the other two 

computing platforms. For the higher problem sizes (n>=30000), where the initial overheads are a 

smaller portion of the total time-to-complete, efficiency for both the LCC cluster (22.07%) and the 

HPC cluster (38.28%) surpasses the single computer (21.09%). When comparing the findings on 

computational efficiency, the single computer’s computational efficiency did not increase with 

problem size as with the other two platforms. This was because the single computer had a small 

number of cores (n=4), which allowed the other platform to surpass the single computer in 

computational efficiency. It also appears, on average, that the HPC cluster at 51.97%, while still 

under-utilised by even the largest test (n=60000), outperformed the LCC cluster and single 

computer in terms of computational efficiency. With the larger problem sizes (n>=50000), the 

LCC cluster and single computer reached their maximum performance, with 26% and 21% 

respectively, while the HPC cluster could still increase in performance. The decline of 

computational efficiency for the LCC cluster from n=40000 to n=50000 was because of a network 

bottleneck. In the LCC cluster, there was a wide distribution of cores on a slower 1GB network, 

whereas the HPC cluster’s cores were spread between fewer nodes with a much lower network 

latency. Core distribution and network speed played no role in the results for the single computer.  

 

5. Discussion and conclusion 
The aim of this study was to investigate the feasibility of using a single computer and an LCC 

cluster as alternatives to an HPC cluster for scientific computing in a developing country. This was 

done as a means to counter external pressure factors such as high energy prices and the initial 

investment required for an HPC. HPL benchmark applications were used to test the performance 
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of the three different computing platforms namely a single computer, an LCC cluster and an HPC 

cluster. The results of the benchmark tests were compared with respect to the time-to-complete, 

the energy consumption and operational costs of the three computing platforms.  

  

The HPC cluster on average took less time-to-complete the HPL benchmark test (67.15s) than both 

the LCC cluster (879.3s) and the single computer (1699.93s). This makes the HPC cluster an 

attractive and valuable tool for research as it can solve more problems within a certain time span. 

However, the LCC cluster completed the HPL benchmark faster than the single computer, making 

it a viable alternative to a single computer. The more tasks a computer can complete within a 

timeframe, the more valuable it can be for research or commercial use. 

 

While the HPC’s power consumption per hour of 2152W (see Table 5), was much higher than that 

of the LCC cluster (1212W) or the single computer (119W), the HPC cluster on average used much 

less energy. Thus, with regard to a specific task, the HPC cluster on average consumed less energy 

(40.141W) than either the LCC cluster (296.031W) or the single computer (56.192W). On average, 

the HPC’s theoretical energy consumption cost was 0.002USD, followed by the single computer 

(0.0038USD) and finally, the LCC with 0.02USD. The HPC was therefore the most cost effective 

computing platform and the LCC the least cost effective computing platform. Finally, for the 

largest problem size (n=60000), the HPC showed the highest computational efficiency (51.97%), 

followed by the LCC cluster (26.52%) and then the single computer (21.38%). This finding would 

suggest that a single computer’s computational efficiently did not scale as the problem size 

increased as oppose to the HPC cluster and the LCC cluster.  

 

It was also theoretically calculated that the LCC cluster would provide an organisation with 56 

years of computing capacity before the costs would equalise the initial investment required for the 

HPC cluster. The operational cost of acquiring and retaining technical personal was not taken into 

the equation since both the LCC and HPC cluster would require these resources. This finding 

would indicate that an LCC cluster may theoretically have practical applications in environments, 

where the cost and computational efficiency factors for a particular problem size are more 

important than the time-to-complete factor. There are limitations to the situations where an LCC 

cluster could be useful. It would not be possible for a computing cluster to be up-and-running for 

nearly 56 years while working on a single scientific problem, without downtime or interruptions. 

Furthermore, the importance of solving an important scientific problem within the shortest possible 

timeframe outweighs the high acquisition cost of an HPC cluster.  

 

This study found that there is a practical application for a single computer to conduct scientific 

computation as an alternative to an LCC cluster or an HPC cluster when the problem size was 

small (n=10000). A small scientific problem could be a stress test of a vehicle part by using a 

computer simulation. However, both the LCC cluster and HPC cluster demonstrated more 

efficiency for larger problems (n>=30000). For the largest problem size (n=60000), the HPC 

cluster had the highest efficiency (51.97%). As mentioned before, the application of the LCC is 

directly linked to the size of the problem. For this reason, a large scientific experiment would not 

be feasible on an LCC cluster as it could take years of uninterruptable computation to complete. 

A single fault or failure occurring in the cluster during these years could result in failure of the 

simulations and the data could possibly be lost. However, applications of a low-cost computing 

cluster could include small scale simulations of fluid dynamics, such as commonly used by 
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engineers all over the world. With regard to this example, a small engineering firm might not be 

able to put forward the large initial investment required for an HPC cluster or  afford the high 

electricity costs associated with it. In this situation, it would be more feasible to use an LCC cluster 

to perform a simulation within a week than to acquire and deploy an expensive HPC cluster to 

complete the same simulation within a day. A single computer might take a month or more to 

complete the same simulation, assuming that the single computer has enough resources to perform 

the simulation at all. We also argue that an LCC could be an attractive low-cost solution for 

inexpensively storing and processing terabytes of data using Apache Hadoop ™ when taking into 

account its computational efficiency and time-to-complete. Hadoop cluster computing platforms 

are known for their ability to process batch data and an LCC would be a viable alternative as 

opposed to a single computer and HPC. However, since the focus of the study was to investigate 

scientific computing using an n x n dense linear system, further research is required in terms of 

processing large amounts of data on an LCC. 

 

This study therefore suggests that LCC clusters could be a viable solution in an environment where 

the problems or programs that need to be solved or executed are small and costs should be kept to 

the minimum. The initial investment of USD4000.00 for an LCC cluster makes it an attractive 

solution for any developing country. The electricity costs of an LCC cluster are negligible 

compared to the large investment in acquiring an HPC cluster. However, in an environment where 

performance and time are of more importance than costs, and funding is available, an HPC cluster 

is still the preferred solution as it offers the best efficiency for both theoretical energy consumption 

and computation.  
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