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ABSTRACT
A Business Intelligence (BI) System employs tools from
several areas of knowledge for the collection, integration
and analysis of data to improve business decision making.
The Brazilian Ministry of Planning, Budget and Manage-
ment (MP) uses a BI System designed with the University
of Braśılia to ascertain irregularities on the payroll of the
Brazilian federal government, performing audit trails on se-
lected items and fields of the payroll database. This current
auditing approach is entirely deterministic, since the audit
trails look for previously known signatures of irregularities
which are composed by means of an ontological method used
to represent auditors concept maps. In this work, we propose
to incorporate a statistical filter in this existing BI system
in order to increase its performance in terms of process-
ing speed and overall system responsiveness. The proposed
statistical filter is based on a generative Gaussian Mixture
Model (GMM) whose goal is to provide a complete stochastic
model of the process, specially the latent probability density
function of the generative mixture, and use that model to fil-
ter the most probable payrolls. Inserting this statistical filter
as a pre-processing stage preceding the deterministic audit-
ing showed to be effective in reducing the amount of data to
be analyzed by the audit trails, despite the penalty fee in-
trinsically associated with stochastic models due to the false
negative outcomes that are not further processed. In our
approach, gains obtained with the proposed pre-processing
stage overcome impacts from false negative outcomes.

Categories and Subject Descriptors
G.3 [Probability and Statistics]: Probabilistic algo-
rithms, statistical software, time series analysis.
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1. INTRODUCTION
Mixture models constitute a versatile probabilistic tool

for representing the presence of subpopulations within a set
of observations. They thus facilitate a much more detailed
description of complex systems, describing different features
of the data by inferring all the parameters of each component
of the mixture and by explaining how the set of sources
interact together to form a mixture model.

Evidences of the versatility of mixture models is their ap-
plication in such diverse areas such as astronomy [1], ecol-
ogy [2] and engineering [3]. In the context of Business Intelli-
gence (BI) systems, mixture models can be used to represent
arbitrarily complex probability density functions [4]. This
characteristic makes them a reliable choice for representing
complex likelihood functions in supervised learning scenar-
ios [5], or priors for Bayesian parameter estimation [6].

In this work, mixture models techniques are applied in a
real world scenario. The Human Resources Auditing De-
partment (CGAUD)1, subordinated to the Brazilian Min-
istry of Planning, Budget and Management (MP)2, uses a
specialized BI System to ascertain irregularities on the pay-
rolls of the Brazilian federal government. The initial BI
solution was presented in [7] and several improvements were
proposed in [8], [9] and [10].

Methods for irregularities detection are usually classified
in two categories [11]. One is knowledge-based detection,
where fraudulent occurrences are previously defined and cat-
egorized. Thus, in this kind of detection, the irregular-
ity must be known and described a priori and the system
is usually unable to deal with new or unknown irregulari-
ties. Knowledge-based intrusion detection schemes in net-
work and computer systems are shown in [12].

Alternatively, a behavior-based fraud detection scheme as-
sumes that an irregularity can be detected by observing oc-
currences that are most dissimilar from the norm [11]. A

1In portuguese, Coordenadoria Geral de Auditoria.
2In portuguese, Ministério do Planejamento, Orçamento e
Gestão.
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valid and standardized behavior can be extracted from pre-
vious reference information, and this model can be compared
to a fraudulent candidate in order to check for the degree
of divergence between them. In [13], the authors present a
credit card fraud detection method using neural networks
trained with previous related data. In [14], a method based
on a Gaussian mixture model of network traffic is described
for intrusion detection in mobile networks.

The current CGAUD BI system is entirely based on a
knowledge-based approach for irregularity detection. The
existing system uses audit trails built with ontological in-
dexation via concept maps in order to detect inconsisten-
cies [7, 8, 10]. The audit trails comprise a set of heuristics
based on complex Brazilian federal legislation, which dictate
the income of each public employee according to his career
and his position in the public administration organization.

In addition to a complex regulatory basis, the amount of
data periodically generated regarding the payroll of federal
employees is massive: Around 14GB of raw data per month,
and more than 200 million rows in the financial data table
each year [9]. Thus, the processing cost of auditing this
amount of data is very high, since each audit trail has to
go through all database performing relational statements on
the search for irregularities.

In fact, whereas the monthly payroll of the Brazilian fed-
eral government is around 12.5 billion reais, the current BI
system is capable of auditing approximately 5 billion reais
each month [10].

This paper proposes a complementary statistical ap-
proach, with a generative Gaussian Mixture Model (GMM)
filter in a pre-processing stage with the objective of compute
payrolls with low probability of being irregular and exclude
them of the following audit trails. By learning a mixture
model that represents the most probable behavior of the
payrolls of the Brazilian federal government, we are able to
perform a selection on all payrolls and delivers to the audit
trails only payrolls that diverges the most from the norm.
This new approach significantly increases the efficiency of
the BI system and its processing capacity, with a penalty of
losing a few false negatives at this stage.

The remainder of this paper is organized as follows. Sec-
tion 2 defines the finite mixture models framework, including
the specific case of GMM. In Section 3, the current BI system
that is operated by CGAUD is described. Section 4 includes
the new proposal of the statistical audit module via GMM
for the deterministic BI system. In Section 5, experimental
results and discussions are presented and in Section 6 con-
clusions are drawn and future developments are suggested.

2. FINITE MIXTURE MODELS
A convex combination of two or more probability den-

sity functions is a mixture. The approximation of any ar-
bitrary distribution can be achieved by the combination
of the properties of a set of individual probability density
functions [15], making mixture models a powerful tool for
modeling complex data. While within a parametric fam-
ily, mixture models offer malleable approximations in non-
parametric settings and, although based on standard distri-
butions, mixture models pose highly complex computational
challenges [16].

To accompany our model, let X = (x1,x2, . . . ,xL) be an
unlabeled random sample obtained in an independent and
identically distributed (iid) manner. The pdf of a mixture

model is defined as

p(x|Θ) =

K∑

k=1

αkpk(x|θk) k = 1, . . . ,K, (1)

where x = (x1, . . . , xd)T ∈ Rd is a set of d observed random
samples, K ∈ Z+ is the number of components (sources) in
the mixture, pk(x|θk) is the pdf of the kth component and
Θ = (α1, . . . , αK , θ1, . . . , θK) ∈ Ω is the set of parameters of
the mixture, with Ω being the parameter space of all possible
combinations of values for all the different parameters of
the mixture. The collection αk is the mixing proportion
(or weighting factor) of the kth component, representing the
probability that a randomly selected xi ∈ X was generated
by the kth component.

In the particular case of a Gaussian mixture model, (1)
can be written as

p(x|Θ) =

K∑

k=1

αkpk(x|µk,Σk), (2)

where µk ∈ Rd is the mean vector and Σk ∈ Rd×d is the
covariance matrix, both of them originated by the kth Gaus-
sian component. Each of those component density is a Gaus-
sian function of the form

p(x|µk,Σk) =

1

(2π)d/2|Σk|1/2
exp {−1

2
(x− µk)TΣ−1

k (x− µk)}. (3)

Note that the Gaussian mixture model is completely para-
metrized by its mean vectors, covariance matrices and mix-
ture weights from all component densities [17].

Given that (1) and (2) represent a convex combination of
K distributions [15], it can be stated that

αk ≥ 0, for k ∈ {1, . . . ,K}, and

K∑

k=1

αk = 1.
(4)

In addition, since each pk(x|θk) defines a pdf, p(x|Θ) will
also be a pdf [15].

One straightforward interpretation of mixture models is
that (1) describes a complete stochastic model [18], thus
giving us a recipe to generate new data points. Another
point of view, in the mixture model context, is that any
observed data sample is generated from a combination of K
distinct random processes, each one modeled by the density
pk(x|θk), with αk defining the proportion of a particular
random process in the overall observations.

2.1 Estimation of Parametric Mixture Models
Once defined the mixture model and the particular case

of a GMM, next a numerical approach that will allow the
estimate of the parameters set Θ is presented.

Let X ∈ RN×L be a set of N unlabeled observations,
where xik is the value of the ith observation for the kth com-
ponent. Since the observed set X is independently and iden-
tically distributed (iid), the joint pdf for X can be written
as
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p(X|Θ) =

N∏

i=1

p(xi|θ1, . . . , θk). (5)

The likelihood function of the data, also assuming that xi

are independently distributed, is defined as

p(X|Θ) = L(Θ|X) =

N∏

i=1

K∑

k=1

αkpk(xi|θk). (6)

The likelihood can be thought of as a function of the pa-
rameters Θ where the observed data X is fixed. In the maxi-
mum likelihood problem, our goal is to find the Θ that max-
imizes L(Θ|X), thus determining which parameters values
are more likely for the observed values [19]:

Θ∗ = arg max
Θ∈Ω

L(Θ|X). (7)

In general cases, it is often preferable to maximize
log(L(Θ|X) instead, since it is analytically easier [19]. How-
ever, in many cases an analytical solution is not possible to
develop. One alternative is to maximize the likelihood in an
expectation-maximization approach.

2.2 Expectation Maximization Algorithm
The expectation maximization (EM) algorithm is an it-

erative method for estimating the maximum likelihood of a
stochastic model where exists a dependency upon latent, or
unobserved, data [20].

Throughout the remainder of this subsection, the EM al-
gorithm is used to obtain an accurate approximation of the
maximum likelihood of a mixture model which has incom-
plete data associated with it. This consideration is taken
into account when optimizing the likelihood function is ana-
lytically intractable, but the likelihood function can be sim-
plified by assuming the existence of additional but missing
values [19].

Therefore, let X be a random incomplete observed data
set, Y be a random unobserved data set and Z = (X ,Y)
be a complete data set.

To establish the notation, let p(z|Θ) = p(x,y|Θ) be the
joint pdf of the random variables X and Y, g(x|Θ) be the
marginal pdf of X and k(y|x,Θ) be the conditional proba-
bility of Y given X = x.

The EM algorithm aims to maximize the incomplete data
log-likelihood [20],

log[L(Θ|X )] = log[g(x|Θ)] for Θ ∈ Ω,

by using p(x,y|Θ) and g(x|Θ). From Bayes’ rule, p(z|Θ)
can be represented as

p(z|Θ) = p(x,y|Θ) = k(y|x,Θ) · g(x|Θ), (8)

for x ∈ X and y ∈ Y.
The E-step of the EM algorithm seeks to find the expected

value of the complete data log-likelihood, defined as

log[L(Θ|X ,Y)] = log[p(x,y|Θ)]. (9)

In (9), the observed samples X and some a priori param-
eter estimate Θp ∈ Ω are given as inputs. In addition, an
auxiliary function Q is defined such as

Q(Θ|Θp) = E[log[p(x,y|Θ)|x,Θp]], (10)

where x ∈ X , y ∈ Y, Θp ∈ Ω and E[·] denotes the ex-
pectation operator. The key thing in (10) is that X and
Θp are constants, Θ is a regular variable which we want to
optimize and Y is a random variable governed by the distri-
bution k(y|x,Θ).

The M-step of the EM algorithm intents to maximize (10)
by selecting a new set of parameters Θ∗ ∈ Ω such that

Θ∗ ∈ arg max
Θ∈Ω

Q(Θ|Θp). (11)

The EM algorithm presented in [20] can abstractly be
summarized as follows:

1. E-Step: Calculate Q(Θ|Θp).

2. M-Step: Pick Θ∗ ∈ arg maxΘ∈ΩQ(Θ|Θp).

3. Θp ← Θ∗.

4. Iterate (1)-(3) until some convergence criterion is met.

At each iteration, the EM algorithm increases the log-
likelihood converging to a local maximum [21]. More prop-
erties on convergence of the EM algorithm can be found
at [20] and [22].

3. THE CURRENT BI SYSTEM MODEL
The Integrated System for the Administration of Human

Resources (SIAPE)3, is a national system that manages the
monthly payroll of Brazilian federal employees [23].

SIAPE includes information of approximately two and
half million workers among active, retired and pensioners;
14GB of raw data are generated each month, with 212 fields
of personal, functional and financial data [9]. In the 2012
fiscal year, the size of the SIAPE’s database file ended up
with more than 27 million rows for the public workers table
and about 200 million rows in tha financial data table [9].

Furthermore, there is a massive legal basis from which
the payroll of the Brazilian federal staff are generated. The
Federal Constitution of Brazil, laws, decrees and executive
orders created more than 2,200 different rubrics [10], the ba-
sic element of the payroll, consisting of a positive or negative
value according to the characteristics of the position of the
employee in the public administration organization.

According to the Brazilian legislation, CGAUD is the re-
sponsible department for auditing the rubrics of every pay-
roll aimed at fraud detection such as incompatibility of ben-
efits, inconsistencies and irregularities. Before the initial BI
solution proposed in [7], CGAUD performed the audit pro-
cess in a manual fashion.

After the implementation of the BI System proposed in [7],
with several improvements proposed in [8], [9] and [10], the
current state of the art BI system for auditing SIAPE is
based on an ontology indexation process via concept maps
in order to detect irregularities on the payrolls, big data
technologies such as Hadoop and Hbase for increasing the
performance of the processing stage and a reimbursement

3In portuguese, Sistema Integrado de Administração de Re-
cursos Humanos.
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tracking system for monitoring the payroll of federal em-
ployees who have to reimburse the Brazilian Treasury. Fig 1
shows the architecture of the current BI system. Please refer
to [10] for details on the existing BI architecture.

Figure 1: Architecture of the current state-of-the-art BI sys-
tem [10]

Despite the fact that the audit process is made before
the payroll is actually paid to the employee, the existing
audit process is fully based on audit trails, i.e. a deter-
ministic analysis of the complete data structure where the
information is presumably encoded in the hypothesis. Onto-
logical audit trails mapping summarizes a set of hypothetic
rules based on Brazilian legislation, such as incompatibility
of rubrics, and the real world data validates or refutes those
hypothesis. Fig. 2 shows an example of audit trail concept
map. Please refer to [7] for more details on the construction
of audit trails.

Hence, the current audit process has no predictive compo-
nent and no pre-processing of the huge amount of monthly
incoming data, having to check every row of a specific rubric
in order to detect any irregularity.

4. STATISTICAL ANALYSIS ON A DETER-
MINISTIC BI ENVIRONMENT

Considering the amount of data to be analyzed by the cur-
rent BI system, and the rising trend of the number of audit
trails which also causes the processing requirements of the
system to rise proportionally, this work proposes a comple-
mentary statistical approach to the system based on GMM
described in Section 2. Focused on the data, the system aims
to model a pdf for each category of the Brazilian federal staff
with common payroll characteristics (professors, police offi-
cers, judges, etc.), hence defining a regular behavior for the
payrolls of each category.

After the definition of a standard payroll behavior for a
given category of employees, the next goal is to classify each
individual payroll as regular or possibly inconsistent. In
other words, the principle of the proposed system can be
stated as the higher the probability of a random payroll,
the less likely that payroll is to be inconsistent. One way
to validate this thesis is to use the current BI system as a
qualitative measure, where the removal of the most probable
payrolls from the audit trails should not drastically impact
the result of the original audit trails.

The data used in this work consists of 101,400 payroll
entries of the federal professors category, since this is one of
the categories with more employees of the Brazilian federal
staff [24]. The chosen month of application of the proposed
technique was June/03, since federal employees in Brazil are

Figure 2: Example of a concept map for an audit trail [7]

monthly payed and June is one month of the year with a high
variance among all the other months given that the first part
of the 13rd salary is payed on that month for a substantial
part of the governmental staff [25].

Each payroll is arranged in a two dimensional structure,
where instead of dealing with more than 2,200 different ru-
brics, the whole information of the rubrics is condensed into
gross income in one dimension and total deductions in the
other dimension. Generalizing positive rubrics (incomes) in
one dimension and negative rubrics (deductions) in another
dimension resulted in the scatter diagram of the data sets
shown in Fig. 3.

Fig. 3 shows a 10,000 points sample of the data. As ex-
pected, it can be noted in the cropped scatter plot a positive
correlation between the amount of gross income and the to-
tal deductions and discounts from the payroll.

4.1 Statistical Audit Module
The proposed statistical audit module, based on a gen-

erative GMM pdf, was incorporated into the original BI
system described in Section 3 between SIAPE and TRAIL
databases, inside the relational stage (see Fig. 1). A block
diagram in Fig. 4 shows the new audit module in the BI
architecture.

The statistical audit module acts as a filter for the audit
trail database, removing high probability payrolls contained
in the SIAPE database and feeding the TRAIL database
only with payrolls that are most dissimilar from the normal
payroll behavior modeled by a GMM pdf.

Given that the TRAIL database is generated through
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Figure 3: Scatter plot (a) of 10,000 samples of payroll data, with gross income in one dimension (ordinate) and total discounts
and deductions in the other dimension (abscissa). Both dimensions are plotted in Reais, the Brazilian currency. (b) shows
(a) zoomed around the origin, for a better visualization of the correlation profile.

Figure 4: Block architecture of the proposed statistical au-
dit module solution in the original BI architecture shown in
Fig. 1.

computationally cost relational statements between each au-
dit trail and the whole SIAPE database, and the GMM pdf
inside the statistical audit module is generated by a one time
optimization process via EM algorithm, a positive trade off
between cost and effort could be established. Although any
probabilistic method has a certain degree of uncertainty as-
sociated with it, which in this specific case translates into
losing some false negatives (i.e. high probability payrolls
that have some kind of irregularity) in the statistical audit
module, the gain obtained in terms of computational effi-
ciency and velocity of execution enables the whole BI system
to audit a more significant portion of the overall payroll of
Brazilian public employees.

4.2 GMM for Statistical Auditing
The approach chosen to model the data is a finite Gaussian

mixture model (GMM), which gives a complete statistical
description of the latent underlying system that generated
the data. GMM is a parametric model, completely defined
by its mixing weights, mean vectors and covariance matrices.
Therefore, in the context of this work, GMM can be seen as
a generative model capable of defining the probability of a
random payroll to occur.

In order to obtain the pdf of our GMM, i.e. learn the
parameters Θ = {αk,µk,Σk}, we apply the EM algorithm
for a GMM. The derivation of closed form solutions for the
equations presented in Subsection 2.2 for a mixture of mul-
tivariate Gaussians require techniques which are beyond the
scope of this project. For a detailed derivation of those,
please refer to [19].

Using the framework previously defined in subsection 2.2,
a closed form solution for the auxiliary function Q, the con-

ditional expectation of the complete data, can be written
as:

Q(Θ|Θp) =

N∑

i=1

K∑

k=1

αp
kpk(xi|θk)

p(xi|Θ)
log(αk) +

N∑

i=1

K∑

k=1

αp
kpk(xi|θk)

p(xi|Θ)
log(pk(xi|θk) (12)

The expression for Q derived in (12) appears in the E-step
of the EM algorithm and may be maximized for a particular
pdf pk.

Assuming pk being a multivariate Gaussian distribution
in the form of (3), and recalling that

Θp = (αp
1, . . . , α

p
k, θ

p
1 , . . . , θ

p
k) ∈ Ω

is our prior set of parameters, the goal is to implement the
M-step of the EM algorithm to obtain updated maximizers
denoted by Θ∗ = (α∗1, . . . , α

∗
k, θ
∗
1 , . . . , θ

∗
k) ∈ Ω.

This can be achieved by maximizing Q with respect to
αk and θk = (µk,Σk), leading to the updated parameter
equations of the M-step of the EM algorithm for α∗k, µ∗k and
Σ∗k as being, respectively:

α∗k =
1

K

N∑

i=1

αp
kpk(xi|θpk)

p(xi|Θp)
; (13)

µ∗k =

N∑
i=1

xi
αp
kpk(xi|θpk)

p(xi|Θp)
N∑
i=1

αp
kpk(xi|θpk)

p(xi|Θp)

; (14)

Σ∗k =

N∑
i=1

(xi − µ∗k)(xi − µ∗k)T
αp
kpk(xi|θpk)

p(xi|Θp)
N∑
i=1

αp
kpk(xi|θpk)

p(xi|Θp)

. (15)

Again, please refer to [19] for a detailed derivation of (13),
(14) and (15).
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4.2.1 Initialization and Convergence Issues for EM
A crucial point of the EM algorithm is the initial set of

parameters Θp of the model. A standard way to obtain Θp

is to choose random αk values uniformly from [0, 1] and es-
timate the individual source parameters with a M-step [26].

In order to deal with the effects of random initialization
and a possible convergence to a local maximum, all estima-
tions can be repeated a number of times and the solution
with the highest likelihood is selected [26].

5. RESULTS AND DISCUSSION
One key aspect of modeling the payroll data set as a bidi-

mensional GMM is the number of source components K
in (1). Whereas the number of sources can be linked di-
rectly to the number of clusters of a classification algorithm,
in many cases extending the finite mixture model such as
K → ∞ produces densities whose generalization is highly
competitive with other commonly used methods [27].

Recalling that our classification proposal is not based on
the number of classes, or source components, but instead
is based exclusively on the pdf generated by the mixture
model, where payrolls that have a probability level above a
certain threshold are classified as less likely to be irregular.
In this particular case, not limiting the number of classes a
priori removes an extra parameter of the stochastic model
to be estimated.

Hence, whereas the number of clusters increases with the
number of sources in a classical mixture model, the underly-
ing pdf of the mixture tends to stabilize as shown in Fig. 5.
Due to computational constraints, it is not possible to ex-
tend the number of classes to infinity, but in our particular
case the pdf showed to be stable with a number of sources
K ≥ 30. It is important to state that, in Fig. 5, our main
interest reside at the areas inside the red and brown con-
tours. These are the areas with highest probability values
and thus these are the areas we look for stability.

Another interesting feature noticed in Fig. 5 is the decay
rate of the log-likelihood function. As the number of sources
increases, the resulting likelihood function tends to increase
as well [26]. Taking that assumption to the limit, when
the number of sources is equal to the number of observed
data points, the likelihood of each point being generated
by its own data source is equal to 1. Nevertheless, it can
be observed in our system that, as the number of source
components increase, the rate of decay of the log-likelihood
function decreases, leading to the conclusion that adding
more source components to the mixture does not add much
more significant information about the system.

With the number of sources K = 30 defined in (1), the EM
algorithm was applied to the set of data of SIAPE regarding
the federal professors staff, originally a data set with 101,400
payroll entries.

In order to avoid a possible convergence to a local maxi-
mum, all estimations are made 15 times [26] with different
random set of initial parameters Θp = (αp

k,µ
p
k,Σ

p
k) ∈ Ω

in (13), (14) and (15). The initial set of parameters are
obtained by randomly choosing K observations from X =
(x1, . . . ,xL) in (1) as initial component means. The mixing
weights are uniform. The covariance matrices for all com-
ponents are diagonal, where the element j on the diagonal
is the variance of X (:, j).

The convergence criteria adopted for the EM algorithm
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Figure 5: Contour plot of the estimated pdf of the dataset
presented in Fig. 3 with (a) 8 sources (log-likelihood:
−174317); (b) 16 sources (log-likelihood: −173282); (c) 24
sources (log-likelihood: −173019) and (d) 32 sources (log-
likelihood: −172937). The axis in all subfigures are the
same as in Fig.3b.

is the termination tolerance on the log-likelihood function
in (8), where the algorithm stops when the new guesses of
parameters Θ∗ produce only minimal increments of the log-
likelihood function given in (8), e.g. increments smaller than
10−5. Thus, the convergence criteria is met when only neg-
ligible improvements of the solution can be achieved by per-
forming new iterations.

The resulting pdf of the GMM, optimized with the EM
algorithm according to the settings previously described, is
shown in Fig. 6.

It can be seen in Fig. 6, through the equi-probability con-
tour lines, that the learned GMM pdf possess high values of
probability where the set of observed data samples are more
dense. Since the observed data set regards the proportion of
gross income and total discounts and deductions from pay-
rolls, the hypothesis we are seeking to test is that employees
which have a proportion of gross income versus discounts
that are far away from the normal behavior of the GMM
pdf are more likely to have irregularities in their payroll.

To confirm that hypothesis, a pre-processing stage was
created on the current BI system model described in Sec-
tion 3. This stage consists of a statistical filter, where high
probability payrolls according to the GMM pdf are presumed
regular and are not processed by the deterministic BI system
based on audit trails.

Table 1 shows the statistical filter results by comparison
with unfiltered data. The information of the table is orga-
nized as follows: In the first line, it can be seen that if we
filter, i.e remove, the 5% most probable payrolls off our ob-
served data set, this implicates in an average loss of 0.92%
of the total occurrences of the current audit process (false
negatives). Analogously, filtering 20% of the most probable
payrolls off our observed data set causes an average loss in
the current audit trails of 8.16%. The audit trails chosen
to populate the table are the ones that contain the most
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Figure 6: (a) Contour plot and (b) surface plot of the resulting pdf of the proposed GMM.

significant number of occurrences.
Given that the GMM filter proposed in this work is unique

for all the audit trails, so the output of the GMM filter feeds
all the audit trails in the current BI system, the gain in terms
of efficiency is considerable since, with the use of the filter,
it is possible to reduce the processing requirements of the
system by 20% with an average audit loss of about 8.16%.
In other words, it can be stated that if we submit 80% of
the less probable payrolls to the audit trails, we will be able
to detect 91.84% of the irregularities.

In addition, the underlying rules that dictates the behav-
ior of payrolls are highly related to federal Brazilian legisla-
tion, thus the proposed GMM of a certain month of the year
should not present severe changes if the legislation regarding
public workers remain unchanged.

6. CONCLUSIONS
This paper proposed a statistical filter based on GMM

applied in a BI system environment. At the current stage,
the BI system uses a deterministic approach based on audit
trails via concept maps to detect irregularities and incon-
sistencies in the payroll of the Brazilian public employees.
With the insertion of the proposed statistical filter as a pre-

processing stage of the BI system, it was possible to obtain
a significant gain of efficiency in the overall system.

The statistical filter developed in this work models a gen-
erative underlying pdf that governs the observed data set as
a mixture of Gaussians. When applied to a real world data,
the filter successfully reduced in 20% the amount of data
to be analyzed by the audit trails, with a penalty of losing
8.16% in false negatives. In addition, the statistical filter is
unique for all the audit trails, which extends its efficiency
gain since each audit trail can use the one time filtered data
as input. Finally, considering that Brazilian legislation set
the rules for the payroll of federal public staff, the gener-
ative underlying pdf should not change expressively if the
legislation remains unchanged, which enables the GMM pdf
of a certain month to be used in the subsequent years used
without having to be recomputed.

Considering that, nowadays, the BI system of CGAUD
is capable of auditing approximately 5 billion reais each
month, where the total payroll of the Brazilian public em-
ployees is around 12.5 billion reais [10], an increase in the
processing capacity of the BI system through a statistical
pre-processing filter yields a more comprehensive auditing
process regarding the whole payroll, even considering the
penalty related to false negative outcomes intrinsic to prob-

Table 1: Fraud occurrences detected by audit trails divided according to their probability of occurrence.

Probability of
Occurrence

% Reference
Audit Trail #13 Audit Trail #18 Audit Trail #31

% Average % Cumulative
Abs % Abs % Abs %

0 ∼ 5 % 5% 329 1.26% 226 0.77 % 28 0.72 % 0.92 % 0.92 %

5 ∼ 10 % 5% 847 3.25% 410 1.40 % 65 1.67 % 2.11 % 3.02 %

10 ∼ 20 % 10% 1806 6.93% 1152 3.93 % 177 4.54 % 5.13 % 8.16 %

20 ∼ 40 % 20% 4704 18.05% 5308 18.09 % 857 21.99 % 19.38 % 27.53 %

40 ∼ 60 % 20% 4074 15.63% 7147 24.36 % 1145 29.38 % 23.12 % 50.66 %

60 ∼ 80 % 20% 5785 22.20% 7245 24.69 % 983 25.22 % 24.04 % 74.70 %

80 ∼ 100 % 20% 8512 32.67% 7853 26.76 % 642 16.47 % 25.30 % 100.00 %

Total 100% 26057 100.00% 29341 100.00 % 3897 100.00 % #### ####
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abilistic models.
Future developments in the area include predictive se-

rial analytics, moving from a spacial analysis repeated every
month to a predictive time series analysis, enabling the sys-
tem to feedback itself and learn to track irregularities over
time.
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