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Abstract 

In this paper, we consider transfer entropy and mutual information in terms of their application in the 

emerging highly interconnected and dynamic synthetic ecologies underpinned by the Cyber. We 

consider existing models relating to the management of learning and change within organizations and 

as they may relate to mutual information (MI) and transfer entropy (TE) within socio and info/techno 

settings, based upon a Mech-Organic perspective. A premise of this paper is that change is costly and 

that it needs to be seen through a social as well as an info/techno lens. We identify potential 

improvements to existing models (i.e. for managing change, over time) and applications applied to the 

management of change by considering alternative models such as transferring knowledge between 

handovers and how MI and TE may be applied collaboratively within a learning organization. 

 

Keywords: Organizational Annealing, Mutual Information, Transfer Entropy, 

Resilience, Cascading Failure, Packet-Markets. 

1.0 Introduction 

This paper considers that there are two predominant, coupled systems at play within 

contemporary organizations, one to do with collaborative social influence (CSI) in 

which the social drives the IT (S-I/T) and the other to do with coordination, rule and 

control (CRC) in which the IT drives the social (S-IT) (Walker et al, 2012; 

Harmaakorpi et al, 2003). These two systems have different and at times conflicting 

or antithetical characteristics, one to do with weaker social signals and influencing / 

responding, over time (CSI / S-IT); the other relating to stronger signals necessary for 

controlling / reacting, in time (CRC / I/T-S) (Ansoff, 1975; Coffman, 1997; Hiltunen, 

2010; Hiltunen, 2008). In this respect, ‘CRC / IT-S systems seek to program (as 

opposed to programme) the relationship between technical processes and humans by 

digitizing performance fidelity and coding for repeatable risk free procedures in 

computer-control (cyber) spaces so that data and communication do not [temporally] 
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contradict each other ’ (Reay Atkinson et al, 2012a). By contrast: ‘CSI / S-IT systems 

stress the reciprocal interrelationship between humans and computers to foster 

improved shared awareness for agilely shaping the social programmes of work, in 

such a way that humanity and ICT [control] programs do not contradict each other’ 

(Reay Atkinson et al, 2012a). The two systems also have different signatures, where 

CRC / IT-S systems are considered as strong-signal systems, in which: ‘System 

control (through switching) of Information, Data and Communication are the key 

variables’, after, Castells (1996) and Sokol (2003) and weak-signal CSI / S-IT 

systems, in which: ‘System Influence (through shared awareness) of Information and 

abstracted social Knowledge are the key variables’, after Castells (1996) and Bunge 

(2010). This is a new, developed definition of system variables applied in this paper. 

 

In this paper, Mutual Information (MI) is considered as ‘a measure of the amount of 

information one random variable contains about another’ (Cover & Thomas, 1991). 

MI does not have a time base and so cannot measure flows. Transfer Entropy (TE) is 

‘a model-free measure of information flows between different time series’ which, 

‘under weak assumptions, allows [for the quantifying of] information transfer without 

being restricted to linear dynamics’ (Dimpfl & Franziska, 2012; Kullback & Leibler, 

1951). Unlike MI, Transfer Entropy is ‘based on rates of entropy change’ (Schreiber, 

2000) and so ‘captures some of the dynamics of a system’ (Tenkanen, 2008). TE may 

therefore be seen also as a measure of the stability or instability of the system and so, 

potentially, of chaotic behaviour and cascades, in which ‘a failure of a very small 

fraction of nodes in one network may lead to the complete fragmentation of a system 

of several interdependent networks’ (Buldyrev et al, 2010). 

 

Building on previous work presented at UKAIS 2013, in which we propose  a Mech-

Organic Perspective based on an understanding of the mechanical (i.e., theoretical 

and/or applied) and organic (i.e., conceptual and/or subjective) components of 

information communication systems. We consider Mechorganics in terms of ‘the 

synergistic combination of civil mechanical systems engineering, social network 

dynamics, ICT (essentially the CRC / IT-S) and the management of interconnected  

knowledge, information (and data) infrastructures in the designing and composing of 

adaptive (resilient and sustainable) organizations (essentially the CSI / S-IT)’ 

(Hossain et al, 2013). Examined through the lens of Mutual Information (MI) and 
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Transfer Entropy (TE), machine (CRC / IT-S) and organic (CSI / S-IT) gradations 

exhibit different characteristics.  

 

Considering Mutual Information and the trusts necessary to share and collaborate, 

Dahl (1957), argues ‘agents exert social influence [he defines power in terms of a 

relationship between people] through the manipulation of a base of resources, and 

resources like recognition, appreciation, and friendliness as well as economic 

rewards’. Wrong (1968) saw people exercising Mutual Influence and Control over 

one another's behaviour in all social interactions. Anderson (2009) concluded that 

mutual influence and control formed a ‘convenient intersection between risk, trust and 

technology’ from which Felici (2007), noting the ‘complexity of trust’ and that it was 

‘unfeasible to take a definitive model’, suggested (see also McKnight & Chervany 

(2001)) a ‘typology of trusts’ which may (after Hickson et al (1971)) broadly align 

with relational collaboration, combining aspects of behavioural and structural trusts 

(Reay Atkinson, 2011):  

Relational (Ambidextrous (He & Wong, 2004)) – combining CRC / IT-S and CSI 

/ S-IT: Situational [Aware] Decision Trust in which people are entrusted to behave 

reliably in certain ways based upon system hierarchy, structures, rules and 

identified sources of power; Trusting Intention in which people behave reliably in 

ways based upon the common understanding of a systems hierarchy, its structures, 

rules and identified sources of power.  

 

Mutuality based on trust may occur only if certain conditions are met and structural 

relationships maintained, over time. As observed by Rosabeth M. Kanter (Ernest L. 

Arbuckle Professorship at Harvard Business School): ‘true freedom is not the absence 

of structure...but rather a clear structure that enables people to work within 

established boundaries in an autonomous and creative way.’ Considered in terms of 

Mutual Information, CSI / S-IT organic systems are more likely to develop 

collaborative structures, over time, that have considerable information about one 

another. Whereas, CRC / S-IT machine systems are more likely to apply cooperative 

structures, in time, for satisfying certain market or pricing mechanisms, e.g. in a Stock 

Market or on a production line. Two conclusions potentially apply. The first is that 

CSI / S-IT organic systems may better be able to withstand ‘shocks’ (where we 

consider a shock to be seen in terms of ‘an instantaneous loss of Mutual Information 
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and rapid increase in Transfer Entropy), although the loss of MI may also be 

significant’. The second is that ‘CRC / IT-S machine systems may be less able to 

withstand shocks but that the loss of Mutual Information / increase in Transfer 

Entropy may be proportionally less significant and recovery that much quicker’.  

 

Figure 1:  Dreyfus’ Learning Model developed from Wozniak (Wozniak, 1999) and Modis 

(Modis, 1994) (see Reay Atkinson et al (Reay Atkinson, 2012b)) 

 

Mutual Information and Transfer Entropy also have potential application in both 

learning and forgetting curves (Wozniak, 1999). An argument being that learning 

involves both the transfer of mutual information in some form of social setting in 

which it becomes knowledge (see Bunge (2000)) and that this learning also involves 

discarding or forgetting old / irrelevant information through Transfer Entropy. 

Situating the Dreyfus’ (1987) five stage learning model within the Modis-Verhulst-

Ebbinghaus (Verhulst, 1838; Wozniak, 1999) learning curve (Modis, 1994), it is 

possible to conceptualise the learning experience. Dreyfus’ (1987) recognised that not 

everyone will reach the systems-expert level in a particular subject. They understood 

that the [learning] programme needs to allow for individual / team learning and 

reflective capacities; skill-fade and changing learning rates as new sciences / 

technologies emerge and older ones mature, beyond l , see Fig 1. Modis & Debecker 



Managing mutual information & transfer entropy in synthetic ecologies 

 

(1992) also recognised that a change occurred at the mid-point, )2/,( ll KM  , between 

an increasing and a decreasing rate of learning. So, although MI continues to increase 

towards the proficient / expert stages, the rate of Transfer Entropy may also be 

increasing as the rate of learning decreases and forgetting increases.  

 

Building on work by Modis and Debecker (1992), Modis (1994) identified a typical 

succession of growth and learning / change processes where ‘chains of logistic curves 

with different time scales may proceed in parallel’; connecting ‘natural growth and 

chaos like states’. In other words, the system may be more vulnerable to shocks and 

rapid increases in Transfer Entropy at the beginning and end of the learning curve. 

How this may be managed provides a focus for this paper. If one considers the recent 

behaviour of highly computerised (CRC / IT-S) stock markets in terms of an 

organizations’ ability to manage Mutual Information and Transfer Entropy (given 

rapid changes in both e.g. the Flash Crash of  the US stock market on 6 May 2010) 

then it may be possible to consider alternative means of gradation that would allow 

for graceful degradation of “packet markets” operating at ‘microstructural levels’ 

(Easley et al, 2011). 

 

This paper is divided into three sections. In the first section, we consider 

organizational health in terms of problem solving. In the next we consider how 

organizations may apply Transfer Entropy and Mutual Influence to their learning 

structures and in the final section we consider how this may be applied to enable 

organizations to work more successfully in the Cyber- and in highly computerised, 

microstructural packet-switching and packet-marketing type structures. 

2.0 Coping or Failing 

Warren and Warren (1977) considered ‘organizational health’ and concluded that 

‘healthy organizations’ have ‘a critical capacity for solving problems’. They identified 

three dimensions of connectedness (see also Thibaut and Kelley (1959)): 

identification with the organization (they referred to as neighbourhood); interstitial 

interaction within the organization and existential linkages outside the organization. 

Considerations of health apply equally to organizations working with/in the Cyber and 

their capacity for “problem solving” and so controlling, in time, and influencing, over 

time. It is contended that successful companies are constantly “balancing” between 
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the exploitative (delivered in time by coordination, rule and control) and the 

explorative (delivered over time through collaborative social influence). The capacity 

for balancing between coordination & control (the exploitative) and collaboration and 

influence (the explorative) to keep an organization “in kilter” is known as 

“ambidexterity” (He & Wong, 2004). This ability to dynamically balance between the 

two, may be indicative of a system’s ability to “problem solve” and its health.  

 

Figure 2:  Simple Competence v Pressure Curve 

 

A traditional view of the individual ‘competence versus pressure’ model is shown in 

Figure 2: ‘as pressure increases so does performance (A) until the organization / 

individual reaches a peak (B). Applying simple linear targets, can suggest the 

individual carries on being more and more productive (C). In actual fact, 

organizations / individuals start to show adverse reactions or stress. Things start to be 

forgotten as people become overly focussed on meeting targets (the rabbit in the 

headlights); people become irritable and perhaps fearful; they make silly mistakes and 

are increasingly unable to reflect clearly and act coherently. As the pressure increases 

this becomes worse, performance drops and the organization / individual starts to 

exhibit a variety of physical symptoms, e.g. days off sick / absenteeism (D)’ (Reay 

Atkinson & Sharma, 2007). There are a number of potential limitations to the curve. 

In actual fact there may be two points of cascading failure, one when pressure is put 
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on the system beyond an optimum, position D; the other when pressure is taken off, or 

position A. The second critique of the model is that the optimum is in effect a convex 

as opposed to concave curve. As Plato concluded in ‘The Republic, ‘if a freshly 

minted utopia were ever to be successfully established…[the only way] would be 

downhill’ (Juarrero, 1999). The position described by Plato has similarities to that 

identified as the ‘Point of Cascading Failure’, at either position A or position D.  

 

Figure 3:  Sub Optimal Resilience Curve 

 

Accepting, for the moment, the lack of a time base and that change can be applied to a 

static or frozen model, from this perspective Mutual Information increases to point B 

and then some form of change occurs and Transfer Entropy begins to increase, as MI 

decreases. The supposition is that the Transfer Entropy increases to such an extent, 

perhaps through a shock to an already stressed / pressurised system, that it moves into 

instability and cascading failure (Buldyrev et al, 2010). The reverse is also known to 

happen when pressure / stress is taken off a social system, position A. An alternative 

model may be suggested. In this model an optimum is previously identified but 

instead of continuing to increase expectation of performance (in terms of competency) 

and pressure beyond point A, performance demands on the system are in actual fact 

‘governed’ as pressure increases. This effectively creates a ‘sub-optimal curve’, 

Figure 3. It is suggested that by dynamically managing system MI and TE about 
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position B that this a) creates resilience in the system (by allowing the organization to 

adapt over time to changing existential pressures – the resilience curve) and b) 

provides indication when the system may be erring toward failure. In other words, this 

model allows an organization to hunt about its optimum position by sacrificing some 

performance for resilience. A traditional view of Change Management is shown by 

the ‘step change’ applied to a IT-S control type system in Figure 4. Change creates an 

instantaneous (linear, over time) response from the system until it reaches the required 

change state. At this point there is some hunting as the system settles to its new state 

and awaits future demands.  

 

Figure 4:  Change Dynamics IT-S System versus S-IT System and what actually happens 

when wrongly applied (McOwat, 2001; McOwat, 2007; Reay Atkinson, 2011)  

 

As described by McOwat (2001; 2007), what happens when this model is applied to a 

socio-info/techno system, is that the system responds as directed to meet set targets. 

Over time, because of lack of investment and the recognition that change is costly to 

any organization (there are often very good individual and collective reasons not to 

change) performance actually falls off, Figure 4. As described by Longstaff (2010) 

and Reay Atkinson et al (2012a), what actually happens may be as follows: 

‘Initially, managers and practitioners combine to set and agree targets. The targets 

appear reasonable and practitioners, consultants and [managers] are satisfied. At 
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about the three year point (2-3 years is the average time managers / practitioners 

remain in a particular post in the Public Sector corresponding to a 100% turnover 

in staff every 4.5-6 years (CIPD., 2009)) those initially responsible for agreeing 

and setting the targets move on, through promotion, selection, transfer or on 

leaving [MI reduces]…Targets continue to be met…satisfaction reportedly 

continues to grow and the managers remain “satisfied” that targets are being 

achieved. At the five year point, the rate of change / satisfaction begins to reduce 

[Transfer Entropy Increases; Mutual Information decreases]…anyway, the 

manager / practitioner only has a year to do and is seen to have done well: why 

rock the boat? By this stage, on average, [in the UK NHS] there has been 100% 

turnover in staff since the change programme was implemented [MI decreases; TE 

increases]…Strategic, co-adaptive (collaborative / federated) and agile core 

knowledge [MI] has been stripped from the organization [TE]. After 10 years…the 

[Organization] no longer has in place the proficiency and expertise [MI] to agilely 

design alternative possible futures or provide plausible explanation of intuition and 

invention of reason (phronesis) see Dreyfus’ (1987)’.  

 

Through the lens of Mutual Information and Transfer Entropy, what appears to occur 

is that some form of existential pressure – acting potentially as a ‘shock’ – is 

administered to the system. Rather than allowing a socio-info/techno system to 

change, this ‘change impetus’ creates a loss of Mutual Information and an increase in 

Transfer Entropy. Collaboration, based on old certainties, is no longer possible and 

people need to find their way and new ‘values and common reference points’ (Reay 

Atkinson, 2013a). In reality, a period of negative change occurs during which time 

Transfer Entropy increases and Mutual Information (including the opportunity for 

collaboration) decreases. How long this continues, it is posited, is based upon the 

amount of investment made into a socio-info/techno organization before and after the 

decision has been taken to change. There is no guarantee that the change will go as 

directed so, before an organization can change, it also needs to explore and identify 

the bases upon which change may take place. 

 

There are important learning and coping strategies that would appear to emerge from 

this analysis, also to do with potential implications for managing Post Traumatic 

Stress Disorder or PTSD: ‘UK Service personnel returning from the Falklands were 
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analysed in terms of stress. The theory suggested at the time was that those from 

broken families might suffer more stress related symptoms than those from more 

stable families. They did not. What was found was that individuals from a stable and 

supporting background bounced back more quickly’ (Donnelly, 2006-; Reay Atkinson 

& Sharma, 2007). It was concluded ‘that a supportive family and platoon / ship / unit 

network allowed the service-person to cope by limiting the extent of Transfer Entropy 

occurring after the existential shock of conflict and creating new reference points (MI) 

about which collaborative learning and coping strategies might emerge’.  

 

Figure 5:  Managing Shock (TE) and Collaboration (MI) Over Time 

 

From experience in Northern Ireland, it was also learned how people adapted to 

operational shocks during a tour of duty. An individual arrived ‘in theatre’ with a 

level of competence based largely upon previous experience, education and training 

(MI) for the job they were going to do. They arrived with a basic level of competency 

from which they were expected to learn / improve on through experience. Three other 

important observations were also made (Reay Atkinson & Sharma, 2007): 

1. If the individual suffered a ‘shock’ early in their tour (A) then there was an 

immediate loss of competency A-B but, more significantly, that individual would 

never recover to a level of competency higher than they were when the shock 

occurred by the end of their tour, B-C/D; 
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2. If the individual suffered a shock A’’ later in their tour the same immediate 

increase in TE occurred, A”-B”, and although the individual would not recover to a 

level above that when the shock occurred, the overall loss in competency and MI 

was much reduced (A”-C”/D”) as compared to A-C/D. The conclusion drawn was 

that the later an individual suffered a shock, the better – which obviously meant 

something different to those wishing to destabilize an organization. 

3. If the individual was part of a close knit collaborative (shared aware) networked 

team with high MI, then although the individual may suffer the same shock than 

when working alone / as an individual, A’-B’, just as the shock was mitigated and 

shared, so the individual and team learned. Consequently, the final competency 

level (C’-D’) was improved. The organization had become more adapted and able 

to cope with existential shocks than it had been beforehand or would have been if 

operating as a group of loosely connected individuals. 

 

The subsequent behaviour of the organization was not necessarily examined. It is 

conjectured an individual who was part of a close-knit team would respond to change 

a) from a higher position of MI (than the other organizations), C”-D”; so b) future 

change (TE), may be less significant and c) they might achieve a higher level of 

competence than those ‘starting from scratch’. Similarly, whereas individualistic 

models may never achieve lasting change in the way and may wish to shed / forget 

(D/D”-E), as quickly as possible what Mutual Information they had learned, a team 

was more likely to retain base level skills over time and revert, if anything, to higher 

competency levels (perhaps C”-D”), Fig. 1.  

3.0 Planning for Transfer Entropy and Change 

Another form of non-learning, over time, can occur between watch changes e.g. as a 

ships bridge watch-keeping team comes on or off duty. The crew will have learned 

their local environment and be mechanistically, situation and shared aware. The 

oncoming watch will be aware of their requirements and the system constraints they 

are working in but not the detailed organic environment they are coming into. 

Depending upon that environment, watch changeover times might be increased and / 

or watches increased in length to cover particular moments of stress, e.g. transiting the 

Dover or Malacca Straits. For individuals going off watch, it is important that they 

discard the local environmental knowledge (TE) while retaining their mutual system 
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skills and mechanical ship awareness (MI). Considered, over time, it might be 

acceptable for the system to retain a basic level of Mutual Information to sustain 

requisite levels of competency, for example in an assembly plant, Figure 1. If changes 

occur during the time, ‘on shift’, this can be managed by bringing forward the 

handover. In this way while the system competency level, A, remains the same the 

effectiveness gap, D-E, between oncoming and outgoing teams can be reduced.  

 

Figure 6:  Managing Shift / Watch Competency Levels 

 

In the maritime domain, a study of crew changes in naval operations revealed the need 

for better situation awareness support for incoming personnel (Endsley & Strater, 

2005; Keller et al, 2008). In a context where the ecology is relatively stable and 

acceptable mechanistic competency levels are well established, it may not be 

necessary for the organisation to learn / improve its levels of competency. In which 

case, Transfer Entropy and the Effectiveness Gap can be reduced from A-E (t1) to F-G 

(t2), see Fig. 6. In a more dynamic and changing ecology, not learning between watch 

/ shift handovers can create existential threats to an organisation, e.g. transiting the 

Malacca straits at night. In this instance, it may be necessary to improve competency 

levels and retain these over time (A-B; B-C). This can be achieved by bringing 

forward the oncoming watch / shift and delaying the handover with the outgoing 

team. In this case, the Effectiveness Gap is reduced significantly to H-I (t3) and overall 

competence levels may also increase, over time. The issue of not-learning or ‘flat-

lining’ in a changing ecology where one is being tested may add considerably to the 

likelihood of shocks to the system. Initially, US HQ staffs in Iraq and Afghanistan 
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undertook tours of 6-9 months. It was soon appreciated that, to adapt to the ecology 

and to be effective over time, tour lengths needed to be increased (despite the 

significant impact on separation). These were extended to 12 months and for HQ 

staffs to 15 months; allowing for a 3 month handover between on-coming and 

outgoing staffs. The British Army’s performance in both Iraq and Afghanistan has 

come under close scrutiny and has been described as ‘contributing to UK Strategic 

Failure’ (UK-PASC., 2010). The UK maintained 6 month tours for all but those staff 

deploying to US HQs. Anecdotal evidence suggests that there was limited learning 

between tours and that learning between the Army and the UK Government was 

similarly limiting, i.e. both were ‘flat lining’: 

 

The Soviet Russian concept of Razvédka Bóyem, for ‘describing intelligence 

gathering through battle’ may, in its wider understanding, be thought of as ‘the 

abductive gathering and capture of information (and data) for testing (by induction 

and deduction) through social exchange’ (Reay Atkinson et al (2009). It is this testing 

that appears important to enabling an organization to adapt and to manage both its 

Mutual Information and the risks of Transfer Entropy occurring rapidly or over time 

(as in skill fade). Considering the suggested definition for Razvédka Bóyem as 

including ‘testing…though exploration and exploitation’ this returns to ambidexterity 

and Relational Trust considered in terms of being Situation Aware (in which people 

can be entrusted to behave reliably in certain ways based upon a systems hierarchy, its 

structures, cooperative rules, controls and identified sources of power (the CRC / IT-S 

machine)) and having Trusting Intention (in which people will behave reliably in 

certain ways based upon the common understanding of a systems hierarchy, its 

structures, rules and identified sources of power (the organic CSI / S-IT)).  

 

In order to create the relational trusts necessary for exploration and exploitation 

(ambidexterity), it may be necessary for organizations to continuously test and so 

adapt to their ecology. We suggest that this testing process involves the ‘gaining and 

losing of Mutual Information and Transfer Entropy in discrete and manageable 

packages, so that the risks of shock and / or catastrophic degradation and cascades can 

be dynamically minimised’. It is concluded that, in managing change, an organization 

needs to allow for both changes to Mutual Information and Transfer Entropy – and for 
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both to be influenced, over time, and controlled, in time, such that each complements 

the other. 

 

Figure 6:  6 Stage Dreyfus Learning Model 

 

We consider the first phase of change to be abductive, identified by Charles Peirce 

([1878], 1931) as the third type of logical reasoning, specifically applied in 

‘exploratory data analysis…suggesting a pattern for further inquiry [and contributing] 

to the conceptual or qualitative understanding of a phenomenon’ (Yu, 1994). 

Abduction may be thought of as the process of selecting the best hypothetical 

explanation (H) for an observed phenomenon (P) among different explanations which 

are sufficient for P. The purpose of abducting is to choose the  hypothesis / 

proposition which should be tested, not to assert or take on that hypothesis (Sullivan, 

1991). Abduction is identified as the first step in any change process – being about 

suggesting new hypotheses by looking for the pattern in a phenomenon (Peirce, 

[1878] 1931). It is a time when old certainties defined by Mutual Information are 

changing. Transfer Entropy requires managing, structure and guidance if learning and 

adaptation is to take place. Peirce further identified abduction as being 

complementary for deduction and induction; not their opposite: ‘it is the firstness 

(possibility, potentiality); deduction, the secondness (existence, actuality); and 

induction, the thirdness (generality, continuity)’ (Yu, 1994). 
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As applied to the Dreyfus’ change dynamics learning models (Figs. 1 & 4) it is 

suggested there may be six stages to learning. The first stage is the adductive stage, 

during which time new hypotheses / propositions are put forward for testing. These 

feed into a deductive stage, where the system looks for examples of existence and 

actuality; this stage feeds into the inductive stage, where one is developing general 

models of the new ‘human terrain’ better fitted to the emerging ecology. After these 

stages, levels of competency and proficiency within the organization may be 

achieved. Once these levels have been reached, the organization returns to a 

structured period of abduction, during which time the organization dynamically 

‘gathers, tests and assesses manageable information and knowledge packets through 

exploration and exploitation’ – Razvédka Bóyem. It was based upon this wider 

understanding that Reay Atkinson et al (2009) considered the concept of Information 

Capture and Knowledge Exchange (ICKE – pronounced ‘Ike’ after President 

Eisenhower) and considered as ‘the abductive gathering and capture of information 

(and data) for testing (by induction and deduction) through social exchange’ (Reay 

Atkinson, 2011; Reay Atkinson et al, 2009; Szilard, 1964 (1929); Bunge, 2000; Yu, 

1994; Peirce, ([1878] 1931); Yin, 2009). ICKE is seen as an annealing process, during 

which time an organization is tested and so hardened to potential shocks, where 

organizational annealing may be:  

‘the altering of an organization to increase its adaptability and make it more 

workable. It involves maintaining an organization above critical mass (‘a 

sufficient number of adopters in a social system so that the rate of adoption 

becomes self-sustaining and can, by itself, create further growth, after Oliver 

et al (1985)’ and managing its Mutual Information and Transfer Entropy by 

existential stressing and interstitial de-stressing so as to improve system 

shared awareness and resilience’.  

4.0 Within Synthetic Ecologies 

We consider a Synthetic Ecology to be: 

‘a system (being or entity) that adapts, over time, by combining, through 

design and by natural processes, two or more dynamically interacting 

networks, including organisms, the communities they make up, and the non-
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living (physical and technological) mechanical components of their 

environment’ 

 

In their examination of two control groups applying Pressure Immobilisation (PIM) 

for the ‘field management of bites by venomous snakes’, Simpson et al (2008) 

concluded that neither written instructions nor intense training with feedback 

adequately prepares individuals to apply PIM [correctly]…to limit venom spread’. 

The two groups were given different levels of training and then monitored, hours days 

and months afterwards to assess individual effectiveness. It was determined that 

‘whilst the entire developing world, and much of the developed world, longs for a 

simple, inexpensive, effective, universally applicable solution to snake-bite first aid, 

PIM is not the answer’. PIM may have been overly complicated for even well trained 

individuals to apply in emergency and episodic (unexpected) conditions when 

working alone. The Mutual Information necessary for real time, critical problem 

solving was insufficient to overcome skill fade / forgetting, potentially exacerbated 

when dealing with a patient in shock. 

 

Frankenberger and Badke-Schaub (1999) studied the information-seeking behaviour 

of designers with respect to the design situations they were in and distinguished 

between ‘routine work’ and ‘critical situations’. They reported that designers contact 

their colleagues for information and knowledge in nearly 90% of critical situations. 

No amount of training (MI) may prepare an individual for retaining information about 

complicated info/techno (mechanical) rules and procedures, given skill fade / 

forgetting over time and time-critical shock (Transfer Entropy). What appeared 

necessary for these practitioners to be effective was for the knowledge and 

information (MI) to be synthesized by the organisation; for this knowledge to be tested 

(over time) in a trusted safe-to-fail learning ecology (Juarrero-Roqué, 1991) and for 

individual practitioners to be in contact with colleagues even in emergency situations 

– to give them the confidence and competence to deal effectively with the crisis at 

hand; so limiting Transfer Entropy in and over time (Figs 5 & 6).  

 

In their study of workers in a manufacturing environment, Nembhard and Uzumeri 

(2000) concluded that ‘workers who learn more gradually, tended to reach a higher 

steady-state rate of productivity [TE reduced]’. And that ‘workers who learned more 
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rapidly [MI improved] also tended to forget more rapidly [TE increased] during 

breaks in production’. They concluded that, ‘regardless of whether the task is 

procedural or manual, managers may reallocate [those] who learn more rapidly to 

short production runs’. This appears consistent with work by Rowland (2006), Leach 

(2004), Foreman (1991) and Goffman (1963) suggesting that some people cope with 

Transfer Entropy (change and shock – the stress of battle, for example (Rowland, 

2006)) and some with steady-state, better than others. This suggests that organizations 

may need to retain behavioural ‘variety’ (Ashby, 1957) within their structures: people 

capable of leading change and those for managing steady state. Individuals capable of 

learning rapidly may exhibit ‘leadership characteristics, notably in crises’ (Rowland, 

2006) and ‘use ‘initiative as a matter of habit’ (Dixon, 1977). These characteristics 

may be ‘visible, identifiable, sometimes anti-social and disruptive’ (Dixon, 1977; 

Jacoby et al, 2005); even showing ‘abnormal and awkward, uncommon practices’ 

(Sternin & Choo, 2000). In times of stability, we suggest organizations often rid 

themselves of such people and so, also, the variety necessary for complex problem 

solving (Reay Atkinson, 2010; Reay Atkinson et al, 2013b; Reay Atkinson et al, 

2012b) in times of instability and change. 

 

‘The “flash crash” of May 6th 2010 was the second largest point swing (1,010.14 

points) and the biggest one-day point decline (998.5 points) in the history of the Dow 

Jones Industrial Average. For a few minutes, $1 trillion in market value vanished’ 

(Easley et al, 2011). In considering these crashes, the “metaphor of bubbles” have 

been used (Marsay, 2013). When bubbles burst (or are burst), someone stands to gain 

– the $1 trillion does not simply vanish, just ask George Soros! A significant issue 

behind the 2010 Flash Crash was high-frequency, automated (CRC / IT-S) 

microstructural machine trading. Working in a highly synthesised, CRC / IT-S, 

packet-switching ecology, traders were seeing largely what they wanted to see and the 

Mutual Information appeared consistent with their models of the market. However, as 

identified by Easley et al (2011) and by Dimpfl and Franziska (2012), the Mutual 

Information was actually changing quite rapidly in the 60 minutes prior to the crash.  

 

Easley et al (2011) identified what they called a Volume-Synchronized Probability of 

Informed Trading (VPIN) Flow Toxicity metric. VPIN looks at the quality of the 

Mutual Information contained within the market and how it is changing, over time. It 
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considers how liquidity is being provided to the market to enable its “packet-

switching”, pricing mechanisms to work. Easley et al (2011) compared “informed 

traders” (e.g. market aware managers of hedge funds with high MI, managing core 

liquidity and who intuitively know the market conditions) with “uninformed traders”, 

they called “Market Makers” (speculators coming into the market with low MI but 

cash to spend). They consider order flow toxicity as a ‘measure of the probability of 

informed traders [inadvertently (e.g. as they exit the market) and potentially] 

adversely selecting uninformed traders to enter the market’. The more the informed 

traders selected uninformed traders, the more toxic market liquidity became. At a 

certain point, the order flows become too toxic (highly speculative (TE increasing) 

and less informed (MI decreasing)) and Market Makers also begin to withdraw. 

Liquidity is increasingly toxic and Market Makers, sensing the absence of informed 

traders (MI decreasing), also begin to withdraw – so increasing the ‘concentration of 

toxic flow in the overall market volume’ (TE increasing). Machine feedback 

mechanisms force even more Market Makers out (MI decreasing; TE increasing) so 

causing a cascading effect, in which failure even in a small part of the overall market 

can ‘lead to the complete fragmentation of [the] system [and its] interdependent 

networks [or a rapid increase in TE]’ (Buldyrev et al, 2010). 

5.0 Organizational Immunisation 

This paper looks at Mutual Information and Transfer Entropy as applied in changing 

and dynamic, often highly technologically focussed synthetic (Cyber) ecologies, 

where change can be rapid to the point of creating shocks and the ability to manage 

and learn from shocks, dynamically, is time-constrained. Particularly in emerging 

microstructural markets, mechanistically driven by computerised packet-switching – 

hence packet-markets.  

 

We posit that it may be possible to identify different forms of Mutual Information; 

how it is changing over time and that this may provide indication and warning of 

impending shocks to organisations, e.g. VPIN. Some of our more detailed modelling 

and analysis of mechorganic type enterprises is also showing this to be the case (Reay 

Atkinson, 2011).  
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Finally, we suggest that organizational annealing (which may also provide for 

organizational immunization) improves situational awareness and resilience. This is 

likely to require a new form of mathematics based on learning during times of 

instability, uncertainty and change (Reay Atkinson et al, 2013b), described as either 

metamatics (Goodger et al, 2012) or metadetics (Reay Atkinson et al, 2013c). Simple 

control measures or circuit-breakers may create shocks in collaborative market-spaces 

by, in actuality, reducing Mutual Information and increasing the likelihood and 

conditions for Transfer Entropy. We put forward theoretical predictions leading to the 

new organisational immune theory. We argue that organisations are made up of 

actors, their dependencies which evolve around internal and external systems, 

structure process and environment. Organisations are increasingly seen as complex 

social systems in which functioning at the optimised level could be largely dependent 

on the micro and macro system level structural dynamics that make the whole. It is 

also important to highlight that micro to macro level organisational dynamics are 

adaptive, complex leading them to produce self organisation, non-hierarchical and 

emerging patterns. It is also observed that the traditional hierarchical control-

command structure for operations do not necessarily function in situations where there 

are changes in the environment demanding organisations or a group of actors  to adapt 

their structure, process and procedure of operations based on nature of changes in the 

environment. It is therefore, complex adaptive and self organised behaviour dynamics 

could be evident and seen situations of coordinated response to disasters or 

unpredictable situations. Yet, the understanding of the self organised behaviour or 

organisations is limited to date. In this paper, we put forward a new direction to 

organisational science research by introducing organisations as biological systems and 

therefore, systems biology could essentially be used to study organisations and in 

particular, the robustness of coordinated response to disasters, for example, where we 

would assume a higher degree of uncertainty and unpredictability in the environment 

leading to organisational behaviour, which can be explore by foundations of systems 

biology. Secondly, if we establish the ground for classifying the organisation as a 

biological system which is organic, adaptive and self organised, we could then put 

forward theoretical predictions for analysing, evaluating and improving coordinated 

response to disasters by applying immune systems modelling which deals with 

coordinated response to infections / aberrant behaviour in a biological networks. 

Thirdly, we intend to explore a large email communications corpus for exploring 
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organisational communications network in phases such as stable, during crisis, and at 

collapse. Fourthly, we would superimpose the immune systems model of our 

biological systems on the visualised communications network to suggest theoretical 

predictions leading to some empirical generalisations about robustness of coordinated 

response and resilience to shocks / disasters from a system biological perspective.   
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