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Abstract 

Recently, a large body of research has been devoted to examine the user behavioral patterns and the 

business implications of social media. However, relatively little research has been conducted 

regarding users’ deceptive activities in social media; these deceptive activities may hinder the 

effective application of the data collected from social media to perform e-marketing and initiate 

business transformation in general. One of the main contributions of this paper is the critical analysis 

of the possible forms of deceptive behavior in social media and the state-of-the-art technologies for 

automated deception detection in social media. Based on the proposed taxonomy of major deception 

types, the assumptions, advantages, and disadvantages of the popular deception detection methods are 

analyzed. Our critical analysis shows that deceptive behavior may evolve over time, and so making it 

difficult for the existing methods to effectively detect social media spam. Accordingly, another main 

contribution of this paper is the design and development of a generic framework to combat dynamic 

deceptive activities in social media. The managerial implication of our research is that business 

managers or marketers will develop better insights about the possible deceptive behavior in social 

media before they tap into social media to collect and generate market intelligence. Moreover, they 

can apply the proposed adaptive deception detection framework to more effectively combat the ever 

increasing and evolving deceptive activities in social media. 

Keywords: Automated Deception Detection, Social Media, Social Media Spam, Adaptive Deception 

Detection. 
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1 INTRODUCTION 

Nowadays social media emerge as an indispensable tool in more and more people’s daily life (van 

Marle 2011). Andreas Kaplan and Michael Haenlein (2010) give the definition of social media as “a 

group of Internet-based applications that build on the ideological and technological foundations of 

Web 2.0, and that allow the creation and exchange of user-generated content.” In fact, social media 

adopt web-based and mobile technologies to transfer traditional communications into more interactive 

dialogues. With the help of ubiquitously accessible communication techniques, social media have a 

huge impact on the way communities and individuals communicate with each other (Kietzmann et al. 

2011). Meanwhile, the features of social media are mainly summarized as its support for collective 

action and social interaction, its grassroots nature and decentralized governance, and the flexibility and 

portability of its technological platform (Nevo, Benbasat & Wand 2012). All the websites with these 

features belong to a kind of social media. 

However, the prosperity of social media also provides unprecedented opportunities for the online 

fraudsters, who take advantage of the social media platforms to perform deceptive acts (Chandramouli 

2011), conduct unfair trading activities (Wu et al. 2010, Yoo, Gretzel 2009), and even make illegal 

profits (Toneguzzi 2007). The typical types of deceptive behavior in social media include posting 

social spam, committing reputation fraud in some online shopping websites, generating untrue or 

unfair views about some products or services, etc. For social spam, some URLs are often included 

which will direct the users to some advertisement websites, malware websites, or pornographic 

websites. These websites may waste the users’ time and damage users’ computers. The untruthful user 

comments on social networks will mislead customers’ perception of the related products and affect fair 

trading activities both online and offline. As for reputation fraud, it is common on some shopping and 

e-commerce websites, like Amazon, Taobao, eBay, etc. Some fraudsters boost their reputation ranks 

by using an illegal way like hiring shillabers to make fake transactions without actual goods/services 

delivery so as to attract customers’ attention and earn more profits. 

According to Grier et al. (2010), 8% of 25 million URLs posted on Twitter point to phishing, malware 

and scams listed on popular blacklists. And Twitter is such a successful website that it attracts a lot of 

users to view spam pages with a click rate of 0.13%. What’s more, according to the annual report of 

Internet Crime Complaint Center for 2011, there is more than 100 million US dollars of losses to non-

delivery payment/merchandise of products, which is the most reported offense with a percentage of 

21.1% among all the other kinds of offenses. In summary, there is a pressing need to develop effective 

methodologies and technologies to fight against the various deceptive behavior in social media in 

order to reduce consumers’ losses and increase people’s trust in online markets. Moreover, since 

business managers and marketers have paid increasingly more attention to leverage social media for e-

Marketing and business transformation, it is essential to detect deceptive behavior before accurate 

market and business intelligence can be extracted from social media. 

One of the main contributions of this paper is the critical review of the different types of deceptive 

behavior in social media and the critical analysis of state-of-the-art technologies for automated 

detection of deceptive behavior in social media by using a three-dimensional analytical framework. 

This analytical framework is based on three dimensions—major types of deception, popular detection 

methods, and levels of deception clues. More specifically, a novel taxonomy of the various deception 

behavior in social media is illustrated. In addition, the basic assumptions, the pros, and the cons of the 

state-of-the-art technologies for automated deception detection in social media are analyzed. The 

proposed analytical framework can be used by other researchers to examine deceptive behavior and 

deception detection technologies of social media in the future. Another main contribution of this paper 

is the design and development of an adaptive framework for automated detection of deceptive 

behavior in social media. The managerial implication of our research is that business managers or 

marketers will develop better insights about the possible deceptive behavior in social media before 

they try to tap into social media to generate market and business intelligence. Moreover, they can 
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apply the proposed adaptive deception detection framework to more effectively combat the ever 

increasing and evolving deceptive activities in social media. 

We organize the remainder of the paper as follows. Section 2 presents a relatively broad literature 

review about the automated detection of deceptive behavior in social media. Section 3 illustrates our 

three-dimensional analytical framework for different types of deceptive behavior in social media and 

the state-of-the-art technologies for automated detection of deceptive behavior in social media. Section 

4 illustrates a novel adaptive deception detection framework for social media, followed by summary 

and conclusions in Section 5. 

2 LITERATURE REVIEW 

 
Study Method Deceptive Type Key Contributions 

Swaminathan et 

al. (2010) 

Statistical 

Modelling 

Reputation 

Fraud 

A novel reputation system is proposed to 

probabilistically predict fraud. 

Maranzato et al. 

(2009) 

Rule-based 

Classification 

Reputation 

Fraud 

Seventeen features, whose odds ratios are at 

least 2 when tested in a real dataset from a large 

Brazilian marketplace, are selected to perform 

classification. 

Maranzato et al. 

(2010) 

Logistic Regression Reputation 

Fraud 

A list of users ranked by the probability of fraud 

with an average precision of 93% is generated 

by using this method. 

Zhu Yanchun et 

al. (2011) 

Rule-based 

Classification, 

Statistical 

Modelling 

Reputation 

Fraud 

Some characteristics related to the strength and 

asymmetric ties of feedback are extracted from 

the fraudsters to build a directed graph model 

based on social network theory. 

Lim et al. (2010) Statistical 

Modelling, Linear 

Regression 

Opinion Spam They figure out an aggregated behavior scoring 

method to rank reviewers according to the 

degree they perform spamming behavior.  

Ott et al. (2011) SVM Classification Opinion Spam The first large-scale dataset containing gold-

standard deceptive opinion spam is developed. 

Using features from LIWC and BIGRAMS+ to 

do classification could achieve an accuracy rate 

of 89.8%. 

Wang, Irani & Pu 

(2011) 

Combined 

Classification 

Social Spam A spam detection framework is established, 

which can perform cross social-corpora 

classification; and an associative classification 

is adopted to strengthen the cross social-corpora 

classification. 

Markines, Cattuto 

& Menczer 

(2009) 

AdaBoost 

Classification 

Social Spam Six features which have precisely captured the 

properties of the social spams are proposed, and 

a 98% accuracy rate and a near 2% false 

positive rate are achieved via an AdaBoost 

classifier. 

Lee, Caverlee & 

Webb (2010) 

Classification Social Spam Honeypots are deployed to extract features from 

the spam files and models like the bag-of-words 

model and the sparse bigrams model are 

established to characterize the text-based 

features. 

Benevenuto et al. 

(2009) 

SVM 

Classification, K-

means Clustering 

Algorithm 

Social Spam 42 attributes are extracted from three attribute 

sets including video attributes, user attributes 

and social network attributes to discriminate 

spammers and promoters from legitimates in 

YouTube. Information gain and χ
2
 test are used 

to assess their discriminating power. 
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Table 1 The Latest Research Related to Automated Detection of Deceptive Behavior in Social 

Media 

In this area, the related literature is very limited since the deception detection in social media is quite a 

new topic. As far as we are concerned, we can classify the articles into three main categories based on 

the types of deceptive behavior in social media—reputation fraud, opinion spam, and social spam, as 

Table 1 shows. Then we will go deep into these three categories of articles successively. 

2.1 Reputation Fraud 

Reputation fraud now is very common in a variety of online shopping websites, which has been 

extensively studied recently (Dellarocas 2006). Reputation systems have an important effect on 

customers’ trust on the sellers (Gregg, Scott 2006, Resnick et al. 2006, Resnick, Zeckhauser 2002). A 

reputation fraud is committed, when fabricated transactions with friends or non-existent consumers are 

used to strengthen the reputation or a long-term honest seller suddenly turns to a fraudster after a big 

deal is achieved. In Swaminathan’s work (Swaminathan et al. 2010), in order to achieve fraud 

prediction in a large-scale online market, a novel reputation system is proposed which not only could 

probabilistically predict fraud but also equip the buyers with deterministic pricing tactics that ensure 

the sellers with false reputation unprofitable. The novel deterministic reputation system is based on the 

sum of two key parameters—the reimbursement fund β and the sales limit α. The reimbursement fund 

β is a direct deposit paid by the seller as a guarantee that defrauded buyers will get partially or fully 

reimbursed and the sales limit α is a sum of the accumulated transaction costs paid by the seller to a 

trusted third party as a consequence of previous completed transactions. What’s more, a more complex 

time-sharing sales limit is proposed which means that the buyers and sellers can share the increased 

sales limit after completing a transaction and enables consumers obtain higher sales limits at a risk that 

the sellers’ sales limit will be affected if the buyers commit fraud. Based on this reputation system, a 

seller’s fraud model is built which could do risk assessment and quantify the probability that the seller 

commits fraud considering the difference between the total pricing on his current product offering πs 

and total sales limit αs. In order to evaluate this model, the authors built their dataset based on the 

information of 10 billion transactions collected from existing online marketplaces using a web-crawler. 

Since online websites do not report fraudulent transactions, the authors took negative feedback rate to 

estimate the probability of committing fraud and analyzed the relationship of the negative feedback 

rate and πs - αs. Finally the authors found the empirical curve mainly matched the seller’s fraud model. 

However, this reputation system still contains a few drawbacks. Especially in terms of an honest-

turned-fraudulent seller with a large amount of accumulated transaction costs as his sales limit, if he 

commits fraud suddenly, he can still earn some profit. Even though some approaches are proposed to 

fix this problem in the article, unfortunately these approaches can only make the fraudulent seller less 

profitable instead of completely making up for the buyer’s loss. 

Except for using statistical modeling method to address the reputation fraud problem, a majority of 

researchers choose to build a rule-based classifier to discriminate the fraudulent sellers. In 

Maranzato’s work (Maranzato et al. 2009), seventeen features with good discrimination power are 

selected, whose odds ratios are at least 2 when tested in a real dataset from TodaOferta, a large 

Brazilian marketplace. Furthermore, a rule-based classifier is built based on the seventeen features to 

detect fraudulent sellers. After doing some experiments on the real-world dataset including a list of 

known fraudsters identified by fraud experts, the authors found that when k, representing the minimal 

number of features that the fraudulent sellers should have, was set to 10, the best results (Precision 

97.77%, F-measure 0.60) would be achieved. However, the drawbacks of this article are also obvious. 

Since the dataset was not reviewed by experts when features were selected, the odd ratios of some 

features might not be accurate. With the similar data set, Maranzato et al. improve the result by using 

logistic regression and stepwise optimization and adding some characteristics that cannot used by 

counting approach in a different article (Maranzato et al. 2010). Finally, a list of users ranked by the 

probability of fraud with an average precision of 93% is generated. Another article (Zhu Yanchun, 

Zhang Wei & Yu Changhai 2011) also addresses the problem in this way, but their perspectives are a 
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little different. In this article by Zhu et al., some characteristics related to the strength and asymmetric 

ties of feedback are extracted from the typical fraudsters and a model based on these characteristics is 

built. And a directed graph is used to model the situation based on social network theory and the 

characteristics about each node include its indegree, outdegree, buying frequency, and average interval 

between transactions. If the value of these characteristics is larger than a threshold, the model will 

consider there is a high possibility that this node is a fraudster.  

2.2 Opinion Spam 

According to the paper (Lim et al. 2010, Jindal, Liu 2008, Jindal, Liu 2007), the opinion spam or 

review spam is inappropriate or fraudulent review generated to give unfair judgment of some products 

to mislead the consumers’ perception of the products by inflating or damaging the images of the 

products. It’s very popular on the online shopping websites like Amazon or some user-generated 

information websites like TripAdvisor. They have been widely studied nowadays (Danescu-

Niculescu-Mizil et al. 2009, Dellarocas 2000, Jindal, Liu & Lim 2010, Kim et al. 2006, Liu et al. 

2007). This kind of deceptive behavior seems similar to the reputation fraud. However, the differences 

between them are obvious. The opinion spam is a deceptive text to torture the readers’ perception and 

further to mislead the readers while the reputation fraud is that the sellers strengthen their reputation 

level in an illegal way or take advantage of the bugs in the current reputation systems to scam. In the 

article by Lim et al., they figure out an aggregated behavior scoring methods to rank reviewers 

according to the degree they perform spamming behaviors. In addition, four different spamming 

behavior models are established, i.e., targeting product (the number of reviews or ratings multiplies the 

similarity of reviews or ratings for some product), targeting group (for a group of products the number 

of high or low ratings in a time window), general rating deviation (the average of the differences 

between each rating and the average rating for a user), and early rating deviation (the general rating 

deviation weighted by the time). In order to evaluate the proposed methods, the authors conducted an 

experiment on Amazon dataset containing reviews of manufactured products, achieving high NDCG 

values and the inter-evaluator agreement. Furthermore, a regression model was learned to score 

reviewers. It was shown that with the reviewers with high spam scores removed, the seriously 

spammed products and product groups would suffer more obvious changes in aggregate rating and the 

number of reviewers than just removing unhelpful reviewers or random reviewers. The models 

proposed in this paper are very instructive and effective. They offer a good direction for detecting 

spam reviews in the online shopping websites. 

While modeling turns out to be effective under this topic, on the other hand, the classification-based 

method could also achieve a good performance (Ott et al. 2011). In the article by Ott et al., three 

approaches including genre identification (POS), psycholinguistic deception detection (LIWC), text 

categorization (BIGRAMS+, etc.), are used to extract discriminative features to detect opinion spam. 

To evaluate and compare these approaches, a SVM classifier was trained using the newly established 

large-scale deceptive opinion spam dataset. The authors found that of the three approaches, the 

combination of LIWC and BIGRAMS+ performed best, achieving an accuracy rate of 89.8%. Finally, 

the authors found a plausible relationship between truthful opinion and imaginative writing that the 

truthful ones were more sensorial, concrete, and specific about spatial configurations. 

2.3 Social Spam 

Social spam is some information of low quality that users do not ask for or specifically subscribe to on 

social networks (Wang, Irani & Pu 2011). It is usually used to make phishing attacks (Jagatic et al. 

2007), promote some websites (Lin et al. 2007), and distribute malwares (Boyd, Heer 2006) and 

commercial spam messages (Brown et al. 2008, Zinman, Donath 2007). And it is attractive to potential 

victims since it contains contextual information (Jagatic et al. 2007, Brown et al. 2008, Felt, Evans 

2008). Meanwhile, this kind of spam hinders the users from obtaining the relevant information they 

need and wastes users’ time. In order to address this problem, Wang et al. propose a social-spam 

detection framework. This framework is applicable to multiple social networks, which is so-called 
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cross social-corpora classification, and an associative classification is adopted to strengthen the cross 

social-corpora classification, achieving an 86.42% accuracy rate in combined classifier. This 

framework comprises of three parts including mapping and assembly, pre-filtering, and classification. 

Of all the methods to tackle the social spam problem, the classification-based method is the most 

common one. The general steps for this method is to define and extract features from the spams, use 

the extracted features to train the classifier, and finally do the classification via the trained classifier. 

Usually, the features vary in the different research articles. In the article (Markines, Cattuto & 

Menczer 2009), six features which have precisely captured the properties of the social spams are 

proposed, and a 98% accuracy rate and a near 2% false positive rate are achieved via an AdaBoost 

classifier. The six features include Tagspam (detect some special tag), TagBlur (capture the degree of 

independence of tags in a post), DomFp (compute the similarity of the source webpage and the existed 

spam pages), NumAds (compute the number of Ads in a source page), Plagiarism (detect 

automatically generated pages), ValidLinks (compute the percentage of valid resources post by a user). 

In another paper (Lee, Caverlee & Webb 2010), the authors deploy honeypots to monitor spammers’ 

behavior and log their information. Multiple features like tweets similarity, material status, number of 

friends are extracted from the spam files harvested by the honeypots and models like the bag-of-words 

model and the sparse bigrams model are established to characterize the text-based features. For the 

articles discussed above, the context is limited to social networks like Twitter, MySpace, etc., however, 

social spams also exist in the video websites like YouTube (Benevenuto et al. 2009). In Benevenuto et 

al.’s work, their aim is to detect spammers who may post unrelated things to a popular video, and 

content promoters who post a large number of responses in order to gain visibility to a specific video, 

in online social networks like YouTube. Benevenuto et al. built a data set using the real data of 

YouTube users and extracted 42 attributes from three attribute sets including video attributes, user 

attributes and social network attributes to discriminate spammers and promoters from legitimates. And 

Information gain and χ
2
 test are used to assess their discriminating power, then they find that total 

number of views is the most discriminative one. In the hierarchical classification in Benevenuto et 

al.’s paper, the k-means clustering algorithm is also used to separate promoters into heavy ones and 

light ones. 

3 CRITICAL ANALYSIS 

In order to thoroughly understand the state-of-the-art automated detection of deceptive behavior 

research in social media, we propose a novel three-dimensional analytical framework in this section as 

Table 2 shows.  This analytical framework is based on the three dimensions—major types of deception, 

popular detection methods, and levels of deception clues. These three dimensions form a coordinate 

space in which we can locate any of the articles in the main trends. For the first dimension—major 

types of deception in social media, we summarize them as (1) reputation fraud, (2) opinion spam, and 

(3) social spam. After a broad literature review, we find that the popular detection methods in the 

second dimension include (1) statistical modelling method including modelling and regression, (2) 

clustering-based method, (3) classification-based method. For the last dimension, the levels of 

research clues determine what kind of characteristics the researchers will take advantage of to address 

the deception problem. In our paper, three levels of deception clues including (1) social connection 

level, (2) user activity level, and (3) deceptive text level are summarized, which offer a general 

direction for the researchers. In the next subsections, we will discuss each of the three dimensions 

thoroughly. 

 
Dimension  

Major Types of Deception reputation fraud opinion spam social spam 

Popular Detection Methods statistical modelling 

method 

clustering-based 

method 

classification-based 

method 

Levels of Deception Clues social connection level user activity level deceptive text level 
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Table 1 A Three-Dimensional Analytical Framework of Automated Detection of Deceptive 

Behavior in Social Media 

3.1 Major Types of Deception in Social Media 

As far as we can see, we classify the major types of deceptive behavior in social media into three 

categories—reputation fraud, opinion spam, and social spam, since these three types of deception in 

social media are common in latest research articles and also in real life. The following will introduce 

these three types of deception and discuss which one has the biggest impact on business. 

Reputation fraud now is very common in a variety of online shopping websites. A reputation fraud is 

committed, when fabricated transactions with friends or non-existent consumers are used to strengthen 

the reputation or a long-term honest seller suddenly turns to a fraudster after a big deal is achieved 

with products undelivered. For the former, it happens because reputation systems are built on the 

historical transaction records and it is so easy to register in the system to make fake transactions with 

the sellers to strengthen their reputation. Even though the fake transactions can be completed, however, 

we can extract some patterns from the historical transaction records to discriminate the fake ones from 

the normal ones. For the latter, the honest-turned-fraudulent sells are able to succeed making profits 

via a non-delivery all because they take advantage of the bugs in the current reputation system. This 

situation inspires us that we can also take creating a robust reputation system as our research direction. 

The second category of the major deception types is opinion spam or review spam. They are 

inappropriate or fraudulent reviews generated to give unfair judgement of some products to mislead 

the consumers’ perception of the products by inflating or damaging the images of the products. 

Nowadays they are very popular on the online shopping websites like Amazon or some user-generated 

information websites like TripAdvisor. Especially in the TripAdvisor, there are several opinion spams 

about the hotels, restaurants, etc. Here we have an example of opinion spams from TripAdvisor:  

 

Figure 3.1 An Example of Opinion Spam from TripAdvisor 

In Figure 3.1, it is opinion spam about a Hong Kong seafood restaurant. Obviously, this poster wants 

to propagate the restaurant in a misleading way. In fact, the restaurant is not as good as it says. This 

kind of deceptive behavior may seem similar to the reputation fraud. However, there still exist some 

differences between them. The opinion spam is a deceptive text to torture the readers’ perception and 

further to mislead the readers while the reputation fraud is that the sellers strengthen their reputation 

level in an illegal way or take advantage of the bugs in the current reputation systems to scam. 

Social spam is some information of low quality that users do not ask for or specifically subscribe to on 

social networks. This kind of spam blocks the users from obtaining the relevant information they need 

and it not only wastes users’ time, sometimes also direct users to a malware websites which will 

automatically install some malwares on users’ computers and make computers function weirdly. On 

the other hand, most websites live on the profits gained from the advertisements. Thus the spammers, 

the owners of the advertisement websites, usually use some application to automatically post 

hyperlinks on the hot social networks to attract clicks. Under this situation, the fraudsters also steal 

someone’s accounts or just register many accounts for themselves to use them as bots. There is no 
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doubt that these useless spams on the social networks will consume system resources like bandwidths 

and add burden to the servers. 

After discussing the three types of deception in social media, we can’t help asking which type of 

deception behavior has the biggest impact on business? As far as we can see, we consider social spam 

to be the most dangerous one to business, because the social spam may direct the users to some 

malware websites, on which there may exist some virus or trojan. The virus or trojan may contribute 

to stealing the important data in users’ computer such as the information of the account in some social 

networks, etc. or just make the computers run in a lower speed which is a big trouble to the user. 

What’s more, after the spammers succeed getting the users’ information of the social network 

accounts, they will transform these accounts into bots which will continue posting spams 

automatically. In this iteration process, there will be more and more bots and spams on the social 

websites, which will be a disaster to both the users and the website operators. For the other two types 

of deception behavior in social media, they are less harmful to the business, since they are related to a 

small fraction of individuals and their average potential loss can’t compete with the loss of user’s data 

and account information. 

For the reputation fraud, there are two situations included in the reputation fraud. One situation is a 

long-term honest seller suddenly turns to a fraudster after a big deal is achieved with products 

undelivered, the other one is the fraudsters take advantage of the bugs in the current reputation system 

to strengthen their reputation via making fabricated transactions with friends or non-existent 

consumers. For the first situation, the fraudsters need accumulate enough reputation to get the chance 

to make a big deal with the customers, which are a time-consuming process and a onetime fraud in 

terms of the honest-turned-fraudster account. Thus the accumulated loss in a period of time is not large. 

For the second situation, the fraudster’s account can also be used for only a few times before the 

victims report the fraud to the website operators and make the fraudster’s account blocked. For the 

opinion spam, the victims’ loss is also small when compared to the loss of data or account information. 

What the victims suffer is only a disappointed experience about the expected products or services. 

3.2 Popular Detection Methods 

According to Table 1 and the definition of the second dimension in our analytical framework, we can 

summarize that the major detection methods are (1) statistical method including modelling and 

regression, (2) clustering-based method, and (3) classification-based method. Next, we will give a 

brief introduction of these three methods and discuss their pros and cons. 

3.2.1 Statistical Modelling Method 

In our literature review, we usually see that the authors build a model or use a regression to detect the 

deceptive behavior in social media. Both the modelling and regression can be called as the statistical 

modelling method which will illustrate in detail. Generally for the statistical modelling method, we 

will fit a statistical model (usually for normal behavior) to the given data and then apply a statistical 

inference test to determine whether a test instance belongs to this model or not. Instances that have a 

low probability of belonging to the learned model based on the applied test statistic will be declared as 

anomalies that is deceptive behavior. Usually in our real cases, the probability can be replaced by an 

anomaly score given by the model and if the anomaly score is higher than a set threshold, then this 

instance will be regarded as deceptive behavior. However, only based on this assumption that normal 

behavior occur in high probability regions of a built stochastic model while deceptive behavior occur 

in low probability regions of the model, this method can be effective. And the assumption for 

distribution estimation is very important to this method, and if it does hold true, this technique will 

offer a statistically justifiable solution for deception detection. The statistical modelling methods can 

be divided into parametric methods (Gaussian model-based, regression model-based, mixture of 

parametric distributions-based) and nonparametric methods (histogram-based, kernel function-based) 

based on whether the model is parametric or not. For the parametric methods, we need to obtain the 
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values of the parameters via parameter estimation. This process may need a large amount of data to 

estimate the parameters of the model. 

The advantages of the statistical modelling method is (1) if the assumptions about the data distribution 

hold true, the statistical modelling methods will provide a convincing solution for deception detection; 

(2) the anomaly score obtained from the model is associated with a confidence level which is 

important to decision making. The disadvantage is (1) this kind of method relies too much on the 

assumption and sometimes if the assumption is not true, the result will be extremely bad; (2) the 

computational complexity of the parameters estimation process may be too large so that it will take a 

long time to get the values of the parameters. 

3.2.2 Clustering-based Method 

First, we will illustrate the assumptions of the clustering-based method. In fact, there are three 

assumptions corresponding to three principles of clustering algorithm designing. According to 

Chandola et al.’s work (Chandola, Banerjee & Kumar 2009), the assumptions are “(1) normal data 

instances belong to a cluster in the data, while anomalies do not belong to any cluster; (2) normal data 

instances lie close to their closest cluster centroid, while anomalies are far away from their closest 

cluster centroid; (3) normal data instances belong to large and dense clusters, while anomalies either 

belong to small or sparse clusters.” 

Clustering is used to group similar data instances into clusters and then based on the situations 

mentioned in the assumptions we can declare an anomaly. Usually in the automated detection of 

deceptive behavior research in social media, we extract some features from all the users’ attributes and 

combine them into feature vectors as the input of clustering algorithms. According to the three 

assumptions, there are three kinds of clustering algorithms whose principles are derived from one of 

the three assumptions like k-means clustering, expectation maximization, self-organization maps, etc.  

The main advantages of this method include (1) sometimes, this method can be unsupervised, though 

in this mode the accuracy is not very high; (2) if it is supervised, then this method is fast in test phase 

since the number of clusters obtained in the training phase is a constant. The disadvantages are (1) its 

computational complexity is up to O(N
2
d) in the training phase; (2) performance of this method is 

largely determined by appropriately choosing the right assumption. 

3.2.3 Classification-based Method 

Classification-based method is the most common method in the automated detection of deception area. 

The general steps are to use accurately labelled data to train the classifier and then classify a test 

instance using the learned classifier. What the classifiers really learn is the features of the labelled data 

to discriminate the normal ones from the deceptive ones. Sometimes in some excellent algorithms, 

there are steps to automatically select the most discriminative features in the feature set meanwhile 

this type of algorithms will require a higher computational complexity. Thus, the assumption of this 

method is a classifier that can distinguish between normal and anomalous classes can be learned in the 

given feature space. 

Based on the labels on the data, we can group the classification-based method into two categories: 

one-class and multi-class classification methods. Generally, in automated detection of deception 

research, our labels are one class labels, namely normal users and fraudsters. However, for some cases, 

the labels may be a little complicated and the fraudsters sometimes can be divided into promoters and 

spammers based on their different deceptive behavior and degree, which can be regarded as a multi-

class classification. The major types of algorithms include neural networks-based, Bayesian networks-

based, support vector machines-based (SVM), rule-based algorithms. What’s more, there are some 

other derived classifiers like AdaBoost, Decorate, SimpleLogistic, etc., which are also proved to be of 

good performance. 
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The advantages of the classification-based method are (1) the test phase is fast since each test instance 

only needs to be compared against the learned model; (2) the classification algorithms are powerful 

enough to group the instances into multiple classes. The major disadvantages are (1) accurate labels 

for dataset are necessarily needed both in the training and testing phases, which need a huge amount of 

labour to label the dataset from social networks. 

3.3 Levels of Deception Clues 

For the last dimension, the levels of deception clues determine what kind of characteristics the 

researchers will take advantage of to address the deception problem. We can also take them as the 

features we should capture in our research to develop a better result. In the following part, we 

summarize three levels of deception clues including (1) social connection level, (2) user activity level, 

and (3) deceptive text level, which offer a general direction for the researchers. 

3.3.1 Social Connection Level 

For social connection level information, it aims to provide with the user’s social relationship 

distribution in the given social media. From the literature we collect, we consider the following 

features as the social connection level—number of responses received, number of friends, clustering 

coefficient, betweenness, reciprocity, node assortativity, the percentage of bidirectional friends, the 

ratio of the number of following and number of followers, etc. These features all reflect the users’ 

social relationship information in some social media. From these features, we can estimate the strength, 

breadth, and other statuses of a user’s virtue social relationship in a social circle, which is helpful to 

our deception detection research. 

3.3.2 User Activity Level 

The information of user activity level focuses on the user’s personal behavior in the given social media. 

For example, the user’ set of videos on a video website, the user’s number of views post on the 

website, the user’s reputation, the user’s number of quick feedbacks in less than X minutes, the user’s  

IP address information, the user’s posting rate, all belong to this level of information, etc. These 

features will monitor all kinds of behavior of a user in the social networks. They are indicators of the 

user’s preference, personality and other personal information like age, location, etc. 

3.3.3 Deceptive Text Level 

The deceptive text level information mainly concentrates on the text features of the spams. For 

instance, the similarity of the terms in the spams, the deviation of the terms in the spams, the length of 

the reviews, n-gram feature sets, the ratio of the number of URLs in the 20 most recently posted tweets 

to the number of tweets, the ratio of the number of @usernames in the 20 most recently posted tweets 

to the number of tweets, all belong to this level.  

However, these features are changeable with the progress of the detection methods because the 

spammers intend to avoid being detected by the detector on the website. For example, there are some 

URL shortening services on Twitter, which means that we have to arrive at the landing page instead of 

judging from the domain name to determine whether a tweet is a spam. Another case is that some 

features like n-gram are based on the combines of some special words, which are very discriminative 

between spams and other normal texts. However, in order to make the features in the spams not 

captured, the spammers usually deliberately add some symbols like *, +, -, ~, etc. to the spams to 

make them more covert. There are spam examples demonstrating these circumstances. 

Example1: http://www.spam.com ~ Get a new Ipad for free here! 

Example2: 

http://www.spam.com/
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Figure 3.2 An Example of an Advanced Spam in Sina Weibo 

The first one is an example of the origin spam on Sina Weibo which can hardly be found recently and 

the second one is the modified one after the first example is detected by the online detector but their 

content is almost the same. We can see that in the second example the URL is shortened by some URL 

shortening service and some symbols are inserted into the sentence in order to escape from the 

detector. 

What’s more, not only the deceptive text level clues are changeable, the other two levels of clues are 

also variegated. For instance, in Zhu Yanchun et al.’s work, there exist credit agents in Taobao, a 

popular Chinese online shopping website; these credit agents ask each hired shillaber to buy 5 times 

from a customer every day to strengthen the customer’s reputation instead of buying more than 5 times 

per day as a result of the new rule in Taobao that if a user continues buying products from on shop for 

6 times during a day, this user will be suspected to engaging fraud.  

In sum, the means of deception in social media are always changing with the progress of the detection 

methods or rules, thus it is harder to capture these three levels of clues. To fight against these varied 

deception means and capture these deception clues effectively, our automated detection methods of 

deception should also be adaptive to these varied clues. 

4 A  FRAMEWORK FOR ADAPTIVE DETECTION OF DYNAMIC 

DECEPTIVE BEHAVIOR IN SOCIAL MEDIA 

In this section, we will introduce our framework of automated detection of deceptive behavior in 

social media as Figure 4.1 shows. For the proposed adaptive deception detection framework, a series 

of general steps are defined to implement automated detection of deceptive behavior in social media 

based on the features we identified via our critical review in this area. Furthermore, to better capture 

the evolvable deception clues over time, we design the adaptive modification steps in the framework 

to continuously revise the knowledge of a deception detection system continually.  

In the framework, the first step is to determine which type of deception we are faced with as the first 

dimension of our analytical framework suggests. There are three types of deception behavior in our 

framework in total and it’s more convenient to refer to related articles to find an appropriate method if 

we can locate the current deception behavior to our framework because according to Table 1 we can 

see that for reputation fraud and opinion spam usually statistical modelling and classification-based 

methods are used but for social spam we usually adopt classification-based and clustering-based 

methods. Thus, when we make a decision about which method should be adopted in the second step of 

our framework, we should consider the widely-used methods corresponding to the deception type. 

However, this is not that absolute and sometimes less-used method may also achieve a relatively good 

performance. In terms of choosing a method, we can’t ignore the assumptions behind each method. 

The assumptions for each method are discussed in Section 3.2; therefore, when we intend to select a 

method we should make sure that the assumption behind the method is satisfied. Otherwise, this 

method may not be effective. After the assumption is satisfied, we will follow the steps for each 

method as the arrows of different colours indicate. 

Following the red arrows, this branch represents the steps for the statistical modelling method. For 

statistical modelling method, we should first build our model that is to select or form a model to 

characterize the deceptive behavior. After the model is determined, the following is to estimate the 

parameters in the model or to train the model. This step usually consumes much time and if we want to 

improve the efficiency of this method we should consider reducing the computational complexity of  
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Figure 4.1 A Framework for Adaptive Deception Detection in Social Media 

the parameter estimation step. After all the parameters are obtained, we can use labelled dataset to test 

the performance of this model. 

For the green arrows, this branch is the clustering-based method. As mentioned before, clustering is 

used to group similar data instances into clusters. Usually in the automated detection of deceptive 

behavior research in social media, in order to find the similarities of the data instances within a cluster 

in the first step we will extract some features from all the users’ attributes and combine them into 

feature vectors as the input of clustering algorithms. According to the three assumptions, there are 

three kinds of clustering algorithms whose principles are derived from one of the three assumptions 

like k-means clustering, expectation maximization, self-organization maps, etc. The remaining step is 

test the performance of the corresponding clustering algorithm using the extracted feature vectors. 

For the orange arrows, this branch represents the classification-based method. The first step is the 

same as the one for clustering-based method. After the discriminative features are extracted, a 

classifier needs to be trained, which is quite different from the clustering-based method, since the 

classification-based method is a supervised method while the clustering-based method is an 

unsupervised one. The training phase is much like the parameter estimation phase in the statistical 

modelling method. Both belong to some kind of training and have a relatively high computational 

complexity. Generally in the training phase, the discriminative features will be selected out and 

assigned a larger weight in the computation of the deception score, which is a sum determined by 
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different features. Finally, there is still a testing phase in which a labelled dataset will used to test the 

performance of the classifier. 

What’s more, in order to adaptively detect the dynamic deceptive behavior in social media, we add 

adaptive modification phase in each branch. According to Discrepancy Arousal Theory (Cappella, 

Greene 1982), the discrepancies from anticipated behavioral patterns produce arousal change. After 

the initial detection framework is completed, the fraudsters will find their deceptive means more 

difficult to commit fraud, which definitely produces discrepancies from their expectations. These 

discrepancies will arouse them to update their means to commit fraud, which will also alter the 

deceptive clues. When the deceptive clues have evolved over time, the performance of the detection 

methods will be worse than expected. Thus, the adaptive modification should be made to better 

capture the evolved deceptive clues. For the statistical modelling method, the adaptive modification 

phase is to go back to the model building to adjust the model and reestimate the parameters; for the 

other two methods, this phase is to return to the feature extraction step to capture the evolved features. 

It’s necessary when the existing methods begin to lose effectiveness gradually which indicates the 

evolved deceptive clues are capable to get rid of the deception detection mechanisms. 

5 SUMMARY AND CONCLUSIONS 

One main contribution of this paper is that we have proposed a three-dimensional analytical 

framework to critically review the different types of deceptive behavior and the state-of-the-art 

technologies for automated deception detection in social media. This analytical framework is 

underpinned by three dimensions—major types of deception, popular detection methods, and levels of 

deception clues. Based on the new taxonomy of the major deception types, the popular deception 

detection methods are analyzed; the assumptions, advantages and disadvantages of these methods are 

also illustrated. What’s more, we group the deception clues used in other articles into three levels—

social connection level, user activity level, and deceptive text level. After a critical review of these 

three levels of deception clues, we find that these clues may evolve over time because spammers tend 

to avoid their deceptive acts being identified by deception detection mechanisms. Accordingly, 

another main contribution of this paper is that we design and develop a novel framework for deception 

detection in social media to alleviate such a problem. For the proposed adaptive deception detection 

framework, we define a series of general steps to implement automated detection of deceptive 

behavior in social media according to the features we identified via our critical review in this area. 

Furthermore, to better capture the evolvable deception clues over time, we design the adaptive 

modification steps in the framework to continuously revise the knowledge of a deception detection 

system continually. As part of our future work, we will focus on the refinement of the proposed 

adaptive framework for deception detection in social media by combining different levels of deception 

clues. Moreover, the instantiation and quantitative evaluation of such a framework when it is applied 

to deception detection in realistic social media contexts will be performed.  
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