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{becker, niehaves, pfeiffer}@ercis.uni-muenster.de

Abstract. The objective of this paper is to present a philosophically sound 
approach to conceptual model evaluation. Accordingly, the ontological 
evaluation of conceptual models is enriched with a linguistic interpretivist 
perspective. The need for such an approach to evaluation is justified by 
the substantial economic importance of conceptual models. The quality of 
a conceptual model has a significant impact on other IT artefacts and, thus, 
on the costs of IT projects. However, little research has so far focused on 
their evaluation. In the course of this paper, we develop a framework which 
describes the current state of research and recognizes neglected research 
fields. With the aid of this framework we identify a notable shortcoming in 
conceptual model evaluation research, especially with respect to philosophi-
cally sound evaluation procedures. Based on these findings we address the 
following research questions: What are the shortcomings in current evalua-
tion research, what are the merits of ‘ontological evaluation’ in this context, 
and how can the linguistic interpretivist approach help to form a compre-
hensive and philosophically sound conceptual model evaluation approach? 
 
Key words: ontology, epistemology, model quality, conceptual model evalu-
ation, linguistic interpretivism.
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Introduction1 
Since the mid-1970s, conceptual models have been employed to facilitate and sys-
tematise the process of information systems engineering. A remarkable number of 
modelling languages and methods have been proposed, aiming at a more efficient 
and effective software development (Mylopoulos 1998; Wand et al. 1995). At the 
beginning of the 1990s, encouraged by new findings in management science, the 
positive experiences with conceptual models were transferred from Information 
Systems (IS) engineering to organisational design. This process established con-
ceptual models as a widely-used means of determining customer requirements and 
documenting the project progress of a software system. In addition, it enabled the 
description of the business processes and corporate structures in an organisation 
(Shanks et al. 2003). The significance of conceptual models is also reflected in the 
proposal to define them as the core of the IS discipline (Weber 2003b). 

The quality of conceptual models has an immense impact on other IT artefacts 
(Hevner et al. 2004; March and Smith 1995). Software systems are often based on 
explicit requirement specifications in the form of conceptual models. The adequacy 
of these specifications regarding the represented application domain, determines 
the acceptability and usability of software systems (Lauesen and Vinter 2001). An 
incorrect description of the application domain potentially leads to problems in the 
implemented software system or to delays in the project progress. Likewise, the suc-
cess of a reorganisation project is influenced by the adequacy of the underlying or-
ganisational models. A problem analysis based on flawed models can lead to wrong 
and ultimately very cost-intensive decisions. As a result, the quality of conceptual 
models is of considerable economic importance.

The scientific and practical significance of conceptual models necessitates an 
evaluation of these artefacts. During the last few years, numerous research efforts 
have been undertaken to develop criteria catalogues for evaluating the quality of 
conceptual models. Nonetheless, little empirical work has focused on their evalua-
tion (Hevner et al. 2004; Wand and Weber 2002). This raises the research questions 
addressed in this paper: 

What • are the shortcomings of current research on the evaluation of IT arte-
facts? (cf. Section 2)

How can the concept of ‘ontological evaluation’ (cf., for instance Green and • 
Rosemann 2000; Shanks et al. 2003; Wand et al. 1999; Wand and Weber 
1993) contribute to closing the identified research gap? (cf., Section 3)

2
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What additional value could a linguistic interpretivist approach provide in • 
terms of forming a comprehensive and philosophically sound conceptual 
model evaluation approach? (cf., Section 4)

The paper is structured as follows: We develop a framework for structuring existing 
literature on the evaluation of IT artefacts (Section 2). With the help of this frame-
work, we classify existing research results, identify their shortcomings and, thus, 
identify the need for further research. Based on these insights, we briefly describe 
the concept of ‘ontological evaluation’ and discuss its potential contribution to eval-
uating conceptual models (Section 3). At this juncture, we also consider possible 
shortcomings of this approach in the specific context of model evaluation. We then 
outline the essence of Kamlah and Lorenzen’s (1984) linguistic interpretivist ap-
proach to conceptual model evaluation. We seek to point out how both approaches 
can usefully be combined (Section 4). Thus, the main objective of this paper is to 
provide a philosophically sound conceptual model evaluation approach. The paper 
concludes with a summary of the main findings and a discussion of future research 
opportunities (Section 5).

The selected research method is that of conceptual/philosophical research. Ac-
cordingly, we provide philosophical-logical arguments, rather than empirical ones. 
However, in developing our argumentation, where applicable, we also refer to pre-
vious empirical research results. Furthermore, we present additional evidence in the 
form of examples from IS research.

IT artefact evaluation framework and related 2 
work

The evaluation of IT artefacts has been an active research field for the last 20 years. 
During this time, manifold approaches to assessing the quality of artefacts have 
been proposed. In order to describe the current state of research and identify pos-
sible shortcomings, it is helpful to systematise these approaches with the aid of a 
conceptual framework. The framework we propose in this paper spans two dimen-
sions, the IT artefact (A) and the evaluation element (E).

The first dimension addresses the question of what can be considered an IT ar-
tefact (A). Catalogues of IT artefacts have been suggested by many researchers in 
the IS field (cf., for instance Benbasat and Zmud 2003; Carroll and Kellogg 1989; 
Hevner et al. 2004; March and Smith 1995; Orlikowski and Iacono 2001; Weber 
1987). In this paper, we follow March and Smith (1995) and Hevner et al. (2004) 
who identify four artefacts in IS research: constructs, methods, models and instan-
tiations (cf., Table 1). 

3
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A1 Constructs 
Constructs provide the language concepts in which the problem is 
described and the solution communicated.

A2 Methods
Methods explicate the problem-solving processes and offer guidance on 
how to search the solution space.

A3 Models
Models utilise the constructs to represent an application domain and 
express the problem and solution space.

A4 Instantiations
Instantiations constitute the realisation of constructs, models and methods 
within a working system.

Table 1: Artefact dimension of the framework to evaluate IT artefacts

The second dimension deals with the different elements that are required to evalu-
ate an IT artefact (E). This dimension addresses the question of what aspects of IT 
artefacts quality assessment should be considered (structurally reflecting the review 
of related work): the structure of the artefact, evaluation criteria and the evaluation 
approach/procedure (cf., Table 2).

E1 Structure of 
the artefact

The structure of the IT artefact contains all the information that is required 
to enable its evaluation. This structure can include: information on the 
intended purpose of an artefact, the requirements on which an artefact was 
originally based or the formalism applied to describe it. In other words, 
the structure of the IT artefact represents the information space available 
for its evaluation.

E2 Evaluation 
criteria

The evaluation criteria define the relevant aspects for assessment. 
These criteria specify the dimensions of the information space which 
are important for determining the utility of the artefact. The criteria 
are situation-specific and can differ depending on the purpose of the 
evaluation.

E3 Evaluation ap
proach

The evaluation approach/procedure defines all the activities needed to 
achieve the evaluation result. The approach specifies the roles associated 
with the assessment and the activities they must perform. Thus, the 
evaluation approach provides guidance on how to use the evaluation 
criteria to assess the quality of the artefact. The result is a decision as to 
whether the artefact meets the evaluation criteria based on the information 
space available.

Table 2: Evaluation dimension of the framework to evaluate IT artefacts

4
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Taking into account these two dimensions, the IT artefact evaluation framework 
can be applied to systematise related research work (for an overview of results and 
examples, see Table 3): 

Structure of the constructs (A1/E1): The structure of the constructs is defined 
by a language-based metamodel (cf., for instance Davies et al. 2002; Guizzardi et 
al. 2002; Hong et al. 1993; Odell 1995; Rosemann and Green 2002; Saeki 1995). A 
language-based metamodel links the constructs of a modelling language and, thus, 
defines its syntax and parts of its semantics. In order to evaluate a language, it is 
necessary to know how the constructs are related. Without a metamodel, the evalu-
ation of a construct would depend significantly on the personal interpretations of 
individuals involved. There have been several proposals in the literature as how to 
define a metamodel (cf., for instance Brinkkemper et al. 1999; Greiffenberg 2004; 
Lemesle 1998; Object Management Group 2006). 

Evaluation criteria for constructs (A1/E2): Wand and Weber (1990) have pro-
posed the ontology of Bunge (1977; 1979) as a theoretical reference point for IS 
constructs. The resulting conceptualisation is known as the Bunge-Wand-Weber 
(BWW) ontology. Other researchers recommend alternative ontologies, including 
General Ontological Language (Degen et al. 2001) or Chisholm Ontology (Mil-
ton et al. 1998), as a theoretical foundation of modelling languages. Based on the 
BWW ontology, Wand and Weber (1996; 2002) have defined a set of ontology-based 
evaluation criteria: construct deficit, construct overload, construct redundancy and 
construct excess. A construct deficit exists if a modelling language does not provide 
all constructs available in the ontology. A construct overload can be observed when 
a modelling language concept can be mapped to more than one concept within the 
ontology. Construct redundancy refers to a case in which two constructs of the mod-
elling language represent the same concept of the ontology. If the language elements 
have no ontological counterpart, there is a construct excess. Other evaluation crite-
ria for constructs have been derived from cognition science and the philosophy of 
language. Evermann (2005) describes a set of cognitive concepts that can be used to 
evaluate conceptual modelling languages. Larkin and Simon (1987) discuss the dif-
ferences between a graphical and a textual representation of constructs. Siau (2003) 
derives evaluation criteria for constructs and modelling languages from findings in 
human information processing systems. Kim et al. (2000) provide evaluation crite-
ria for modelling languages that support multiple forms of diagrams. Nysetvold and 
Krogstie (2005) describe a generic quality framework for the evaluation of model-
ling languages.

Evaluation procedure for constructs (A1/E3): Based on the BWW ontology 
and its ‘ontological analysis’, Rosemann et al. (2004) propose a detailed evaluation 
procedure for performing an ontological assessment of constructs. The ontologi-
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cal analysis specifies the evaluation as an iterative, incremental process in which 
multiple researchers must be involved. The evaluation process uses a metamodel 
of the BWW ontology (Rosemann and Green 2002) as input and compares it with 
a metamodel of the modelling language. In three different steps, the interpretations 
of the different team members are studied according to the evaluation criteria and, 
then, consolidated. This procedure has been applied in many different research 
projects (for an overview cf., for instance Green et al. 2007). However, the onto-
logical analysis of constructs and modelling languages as well as the entire program 
of developing an ontological foundation for conceptual modelling, is not undis-
puted (Wyssusek 2006). While its opponents challenge the validity of the theoreti-
cal foundation, its supporters stress the useful insights that have been gained from 
BWW ontology-based research (cf., for instance Lyytinen 2006). Another stream of 
research attempts to avoid the theoretical problems of a single “correct” ontology by 
instead applying multiple modelling languages. These approaches do not evaluate 
a modelling language against a single ontology, but they compare different mod-
elling languages with each other. The evaluation of the modelling languages and 
constructs is based on their metamodels (Siau and Rossi 1998). Depending on the 
approach, the languages are either compared directly (cf., for instance Davis et al. 
2003; Ledeczi and Paka 2003; Rosemann and zur Mühlen 1998) or a consolidated 
set of constructs is first created and used subsequently as reference point for the 
evaluation (cf., for instance Hong et al. 1993; Song and Osterweil 1992; Strahringer 
1996). Besides an ontological analysis and a metamodel comparison, evaluations of 
constructs and languages are often based on behavioural theories, such as Cognitive 
Fit Theory (cf., for instance Agarwal et al. 1996), Technology Acceptance Model 
(cf., for instance Batra et al. 1990; Burton-Jones and Weber 1999; Recker and Rose-
mann 2007) or findings from the psychological literature (cf., for instance Gemino 
and Wand 2005; Siau et al. 1995). 

Structure of a method (A2/E1): The constitutive part of a method is given by 
a process model which describes how to reach the specific objective of the method. 
In method engineering, many proposals have been made as to what elements con-
stitute parts of a method (cf., for instance Gupta and Prakash 2001; Harmsen 1997; 
Heym and Österle 1993; Karlsson and Ågerfalk 2004; Ralyté and Rolland 2001). 
Greiffenberg (2003) has developed a method structure which aims at improving the 
testability of a method. Within this structure, a process model has to state explic-
itly the products and results of its application as well as the constructs used in this 
context. To be able to appraise the applicability of the method, it must describe its 
conditions and intended scope of application. Greiffenberg (2003) tries to span the 
required information space with such a structure in order to enable the evaluation 
of methods.

6
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Evaluation criteria for methods (A2/E2): In (situational) method engineering, 
a broad stream of research is concerned with contingency factors of methods (cf., for 
instance Avison and Wood-Harper 1991; Benyon and Skidmore 1987; Davis 1982; 
Fitzgerald et al. 2003; Topi and Ramesh 2004). These criteria can be used to select 
or customise an existing method or to assess its performance. Explicit measures for 
evaluating modelling methods have also been proposed by many researchers (cf., 
for instance Brinkkemper et al. 1999; Gemino and Wand 2004; Greiffenberg 2003). 
Greiffenberg (2003) defines, for example, the criterion of appropriateness that veri-
fies whether the method is efficient, well structured and easy to apply. A method is 
complete if it describes its in- and output, as well as its process and relations. The 
requirement of consistency of a method is fulfilled if all methodological elements 
are mutually compatible. Additional criteria for the evaluation of methods can be 
derived from feature-based comparisons of modelling methods (cf., for instance Bo-
ertien et al. 2001; Halpin 1999; Monarchi and Puhr 1992; Túbio et al. 1999). Based 
on these findings, the different features of a method can be translated into evaluation 
criteria. In order to operationalise these measures, metrics have been proposed (cf., 
for instance Bajaj 2000; Rossi and Brinkkemper 1996; Siau and Cao 2001). 

Evaluation procedure for methods (A2/E3): Based on the results obtained by 
Wynekoop and Russo (1997) the evaluation of methods is often conducted in terms 
of field inquiries, surveys, case studies and action research. There are also many 
publications on method evaluation by means of laboratory experiments (cf., for in-
stance Batra and Davis 1992; Kamsties et al. 2001; Kim and March 1995; Siau et 
al. 1996). In contrast, in practice, descriptions and interpretative research are hardly 
used. Moody (2003) provides a general framework for an empirical validation of 
conceptual models. A comprehensive overview of evaluation approaches for model-
ling methods can be found in Siau and Rossi (1998).

Structure of an instantiation (A4/E1): The software engineering community 
widely agrees on the elements that an instantiation must comprise. An executable 
implementation in a programming language must always be accompanied by a 
requirements specification and a design model (Sommerville 2001). Good docu-
mentation and reference to the configuration management, quality management and 
project-management files influence the verifiability of the software system. Elabo-
rated software process models facilitate a corresponding structure of instantiations. 

Evaluation criteria for instantiations (A4/E2): The FURPS model is a promi-
nent representative of the multitude of criteria catalogs dealing with the evaluation 
of software quality (Grady and Caswell 1987). In this model, the criteria of func
tionality, usability, reliability, performance and supportability build the basis for 
software quality assessment. Many alternative criteria catalogs can be found in the 
software engineering literature (cf., for instance Cavano and McCall 1978; Dromey 
1996; Ortega et al. 2003; Preece 1995; Rawashdeh and Matalkah 2006; Wand and 
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Wang 1996). Some of the evaluation criteria have also been operationalized in terms 
of software metrics (cf., for instance Basili et al. 1994; Farbey 1990; Fenton and 
Neil 2000; Hudepohl et al. 1996; Seffah et al. 2006). 

Evaluation procedure for instantiations (A4/E3): Code inspections, testing, 
code analysis and verification are established evaluation approaches for facilitating 
high software quality (cf., for instance Bassin et al. 1998; Card 1990; Fairley 1985; 
Grünbacher et al. 2004; Kan et al. 1994; Wallace and Fujii 1989). Software compa-
nies engage quality engineers and software testers to conduct these procedures.

Model structure (A3/E1): This paper focuses mainly on the quality of models. 
Pfeiffer and Niehaves (2005) define a structure for conceptual models which can be 
considered as necessary for the purposes of their evaluation. Based on a structuralist 
approach, they deliver a conceptual model together with a description of its intended 
applications, an explicit reference to a modelling language (constructs) and a link to 
a description of the application domain language. It is claimed that this information 
is necessary, to evaluate the conceptual model. This notion for a conceptual model 
has been formalized in Pfeiffer (2007).

Evaluation criteria for models (A3/E2): Multiple attempts have been under-
taken to develop criteria catalogs for determining the quality of models (cf., for 
instance Kesh 1995; Levitin and Redman 1995; Lindland et al. 1994; Moody and 
Shanks 1994; Nelson and Monarchi 2007; Siau and Tan 2005). The Guidelines of 
Modelling (GoM) (Schütte and Rotthowe 1998) constitute one of these approaches. 
They contain the measures: construction adequacy, language adequacy, economic 
efficiency, clarity, comparability and systematic design. Mayer (1989) defines cri-
teria for a good conceptual model from a psychological perspective. Bajaj (2004) 
discusses the impact of the number of constructs on the readability of models. Some 
researchers propose domain ontologies as a relevant means of assessing the quality 
of a model (cf., for instance Höfferer 2007; Sugumaran and Storey 2006). 

Evaluation procedure for conceptual models (A3/E3): Little research has been 
conducted in the area of conceptual model evaluation approaches and procedures 
(Shanks et al. 2003). The literature provides no detailed guidance on how to ap-
ply the abovementioned evaluation criteria to specific models. How can an existing 
model be mapped against a domain ontology? How can conflicts between the model 
and a domain ontology be resolved? A comprehensive approach that answers these 
questions does not exist. In our opinion, there are two main reasons why the scien-
tific debate on structure and evaluation approaches has so far not considered models 
of this kind. Firstly, models focus on a certain application domain and are usually 
less general than constructs and methods. Thus, at first sight, it does not seem worth-
while to investigate their evaluation. Secondly, in contrast to instantiations, they are 
less tangible. Therefore, their importance can easily be overlooked in a practical 
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project situation. Consequently, a major shortcoming of IT artefact evaluation re-
search lies in the field of conceptual model evaluation procedures, which, therefore, 
form the focus of this paper (cf., Table 3).

Structure of the artefact 
(E1)

Evaluation criteria 
(E2)

Evaluation approaches 
(E3)

Con
structs 
(A1)

metamodel construct deficit
construct overload
construct redundancy
construct excess

ontological analysis
metamodel-based 
comparison
investigations based on 
behavioural theories

Methods  
(A2)

products and results of their 
application
constructs used in this 
context
conditions and intended 
scope of application

appropriateness
completeness
consistency

field inquiries
survey
case studies
action research 
laboratory experiments

Models 
(A3)

intended applications
reference to a modelling 
language 
link to a description of the 
application domain

construction adequacy
language adequacy
economic efficiency
clarity
comparability 
systematic design

 focus of this paper

Instantia
tions (A4)

requirements specification 
design model
documentation
configuration mana gement, 
quality mana gement and 
project management files

functionality
usability
reliability
performance
supportability

code inspections
testing
code analysis
verification

Table 3: Framework to evaluate IT artefacts

Accordingly, in our investigation, we are concerned with approaches and proce-
dures for evaluating conceptual models. For constructs, the ontological analysis has 
been presented as a popular evaluation procedure (see references above). In the next 
section, we, thus, consider whether an ontology-based approach is also feasible for 
the evaluation of models.
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Ontology-based evaluation of conceptual 3 
models

Ontology and language3.1 
Ontological thinking has already exerted a significant impact on the IS literature and 
shaped the discussion on conceptual modelling and evaluation (Ashenhurst 1996; 
Fox et al. 1998; Green and Rosemann 2000; Green and Rosemann 2002; Rosemann 
and Green 2000; 2002; Shanks et al. 2003; Wand et al. 1999; Wand and Weber 1993; 
Weber 2003a). Ontologies have frequently and successfully been applied to evaluate 
conceptual modelling grammars (constructs) and modelling methods. A top-level 
ontology developed by Bunge (1977; 1979) which inspired Wand and Weber (1990) 
to build a framework for evaluating conceptual modelling techniques, was particu-
larly influential. Here, Wand and Weber (1990) use the term ‘conceptual modelling 
grammar’, reflecting the fact that only the language aspect (constructs; A1) of a con-
ceptual modelling method is assessed, rather than the method as a whole (Wand and 
Weber 2002). An application of the Bunge-Wand-Weber-Ontology for evaluating 
modelling methods (A2) can be found, for instance, in Wand and Weber (1990) and 
Rosemann and Green (2000). It is used, in particular, for evaluating the languages 
EPC (Green and Rosemann 2000; Rosemann and Green 2000) and ERM (Wand 
et al. 1999). Rosemann and Green (2000) provide an overview of papers using the 
Bunge-Wand-Weber approach for evaluating conceptual modelling grammars.

There are many distinct categories of ontologies, depending on their degree of 
generalisation or specialisation. In this respect, Guarino (1998) differentiates be-
tween four types of ontologies: 

Toplevel ontologies1.  describe very general concepts, such as time and space. 
They are independent of particular domains or problem tasks. The ontology 
created by Bunge, for instance, is just such a top-level ontology. Typical 
statements are those about ‘things’, ‘properties’ or ‘attributes’ (Bunge 1977; 
1979).

Domain ontologies2.  describe a basic vocabulary regarding a particular domain/
real-world object system. “[A domain] ontology is a shared understanding of 
some domain of interest.” (Uschold and Grüninger 1996). Domain ontology 
statements are specialisations of those made in top-level ontologies; for in-
stance, ‘information system’, ‘user’, ‘power user’ or ‘runtime’.

10
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Task ontologies 3. describe a basic vocabulary regarding a particular activity or 
task. This type of ontology is also a specialisation of a top-level ontology.

Application ontologies4. , furthermore, focus on a particular domain or task. 
They are, thus, specialisations of both the former and the latter. 

Domain languages are used within conceptual models. When designing a concep-
tual model, essentially two languages are applied: a modelling language and a do-
main language (Pfeiffer and Niehaves 2005). Modelling languages provide (formal) 
procedures (A2) and constructs (A1) to build a conceptual model. They include, for 
example, Event-driven Process Chains (EPC) (cf., for instance Green and Rose-
mann 2002; Rosemann and Green 2000) or Entity-Relationship Model (ERM) (cf., 
for instance Wand et al. 1999). Modelling languages, on the one hand, are addressed 
by the approaches to ‘ontological evaluation’ (Wand and Weber 1993). Domain lan-
guages, on the other hand, provide terms and concepts relating to the particular 
problem domain addressed by the conceptual model. A domain language provides 
an understanding of domain terms that are part of a conceptual model, such as ‘user’, 
‘information system’ or ‘power user’. A domain language might provide more terms 
and concepts than a specific conceptual model would refer to. For instance, certain 
(real world) elements described by a domain language could be regarded as irrel-
evant with respect to the intention of a given conceptual model.

Domain ontologies can be used as an instrument to (partly) represent domain 
languages. An ontology is “[…] a shared and common understanding of a domain 
that can be communicated across people and computers.” (Studer et al. 1998) They 
are “[…] a shared understanding of some domain of interest.” (Uschold and Grü-
ninger 1996) Since they serve as a communication instrument, (domain) ontologies 
can be used to explicate a given domain language. In fact, for the majority of cases 
domain ontologies would fulfill this function. Both domain language and domain 
ontology would possibly comprise terms such as ‘information system’, ‘user’ or 
‘power user’. Nevertheless, also top-level, task and application ontologies could 
have a supportive role. In general, a domain ontology does not necessarily comprise 
all terms and concepts provided by a domain language (cf., for instance Fadel et al. 
1994; Fox et al. 1998; Uschold 1998; Zuniga 1999).

Ontological evaluation of conceptual model 3.2 
statements

Conceptual model statements can be evaluated by comparing them to ontology 
statements. A domain ontology comprises a large set of terms and concepts and may 
be applied to represent a domain language (see Section 3.1). However:
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not all of the domain language terms and concepts can be formalized into a 1. 
domain ontology and 

conceptual mod2. els may refer only to a small part of existing terms and con-
cepts. 

Thus, the terms and concepts that are part of a domain ontology and those referred 
to by a particular conceptual model are not necessarily congruent. Here, we can 
differentiate between two general categories that are essential to the ontological 
evaluation of conceptual models:

Congruence of ontological and conceptual model statements. 

A very rare case in practice, is that the conceptual model statement which is to be 
evaluated, refers only to terms and concepts that are part of a domain ontology. Both 
statements, i.e., the conceptual model statement and the ontology statement, refer to 
the same entities (cf., Figure 1). An example of possible congruence of a conceptual 
model and ontological statement could be that “a ’power user’ is a specialisation of 
a ‘user’”. Hence, if the conceptual model statement has an equivalent statement in 
the ontology, the former can be evaluated with the help of the latter.

Incongruence of ontological and conceptual model statements. 

The usual and more complicated case is an incongruence of conceptual model and 
ontological statements. This means that the ontology and/or the conceptual model 
include terms and concepts and express statements not made by the other. Some IS 

Domain Ontology
0..1

1..1explicates

Conceptual Model

1..1

0..*

is based on

evaluates

Modeling LanguageDomain Language

1..1

0..*

describes

Statement [ont] Statement [cm]

1..1

1..*

1..1

1..*
0..*0..*

Figure 1: Ontological evaluation of conceptual model statements
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authors analyse the case in which a domain ontology is more comprehensive than a 
conceptual model with respect to the statements made (Green and Rosemann 2000; 
Wand and Weber 1993). However, the more critical case in practice is that a domain 
ontology does not comprise all terms and concepts referred to by a conceptual mod-
el statement (cf., for instance Fadel et al. 1994; Fox et al. 1998; Zuniga 1999). Thus, 
a clear evaluation statement cannot be made. For instance, particular constructs and 
terms of the statement “All ‘power users’ using the ‘information system XYZ’ have 
‘computer experience of more than 10 years’” are part of a conceptual model but 
not part of a domain ontology. In such a case, ontologies can only be used to evalu-
ate certain terms or constructs used in the conceptual model, for instance, whether 
a ‘power user’ uses an ‘information system’. However, evaluating the entire state-
ments with respect to the ‘unknown’ terms and concepts is not possible. Therefore, 
in the following section, we elaborate on possible philosophical foundation of ap-
proaches and procedures for evaluating conceptual models. We consider the case of 
when the conceptual model statements cannot be completely evaluated with the aid 
of a domain ontology.

Linguistic interpretivist extension of 4 
conceptual model evaluation

Philosophical foundation of linguistic 4.1 
interpretivism

Linguistic interpretivism closes a major philosophical gap in conceptual model 
evaluation. Kamlah and Lorenzen (1984) established the ‘school of methodical con-
structivism’, which is also regarded as linguistic interpretivism. A major objective 
of this philosophical school is to mediate between the positivist paradigm—which is 
perceived as understating the social and individual embeddedness of knowledge—
and the hermeneutic philosophy—which appears to become diffuse or arbitrary in 
terms of practical considerations (Kamlah and Lorenzen 1984). Thus, linguistic in-
terpretivism seeks to provide a philosophical basis for an interpretivist epistemo-
logical understanding by focusing on the social artefacts of speech and language. 
However, the debate on epistemological questions must be considered as an open 
issue. No theory based on a Philosophy of Science can be regarded as binding for IS 
researchers (Becker and Niehaves 2007). Nonetheless, linguistic interpretivism will 
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become particularly relevant because it closes a gap in the philosophically sound 
evaluation of conceptual models. 

Linguistic interpretivism assumes language as the basis of an interpretivist epis-
temological position. The philosophical assumptions underlying to this approach 
can be assessed with the aid of the epistemological framework of Becker and Nie-
haves (2007) as follows (cf., also Table 4):

Assumption of a ‘real world’. 1. The first question to answer refers to the onto-
logical aspect: what is the object of true knowledge? Here, linguistic inter-
pretivism assumes the existence of a real world, one which is independent of 
human thoughts and speech and, for this reason, exists beyond human con-
sciousness (Kamlah and Lorenzen 1984; Weber 2004). Conceptual model 
statements are, thus, believed to refer to real world issues and to describe 
elements which are part of this real world. Hence, conceptual models are 
understood as elements of a design science process which aims at solving 
real world problem situations. 

Assumption of subjective influence on the process of achieving knowledge.2.  
The second question to be addressed is that of the relationship between 
knowledge achieved and the object of knowledge. According to linguistic 
interpretivism, specific importance is attached to the influence of subjects in 
the process of achieving knowledge; knowledge is seen as subject-related. 
According to Kamlah and Lorenzen (1984), the main factor determining this 
subjective influence is the particular language a subject applies. This means, 
on the one hand, that language is applied to reconstruct a real-world experi-
ence. On the other hand, language also shapes the way a specific real world 
situation is perceived. Thus, language provides the categories and concepts 
which reconstruct cognition. In practical terms, this means, for instance, that 
a more elaborate vocabulary would allow a more precise perception and a 
more precise verbal/linguistic reconstruction of what is perceived. It has of-
ten been stated that Inuit tribes, for example, have more than 60 terms to 
differentiate between the various types of ‘snow’ that they encounter. Con-
sequently, someone using such a conceptual repertoire would have distinctly 
different perceptions of the nature of ‘snow’, compared to someone with a 
less elaborate language. Furthermore, since languages are regularly shared 
within a linguistic community, linguistic interpretivism entails acquiring 
knowledge as a social process. In this sense, it follows the tradition of inter-
pretivism (Burrell and Morgan 1979; Klein and Myers 1999; Weber 2004). 
Against this background, a conceptual model statement can be understood 
mainly as a linguistic construction of a real-world phenomenon. 
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Consensual agreement among linguistic community members as underlying 3. 
concept of truth. The third relevant aspect is the underlying concept of truth. 
In this respect, linguistic interpretivism provides a criterion of truth that cent-
ers around a notional group of individuals who use the same language (con-
sisting of names, definitions or speech artefacts), the linguistic community. A 
certain (conceptual model) statement is considered as true if every member 
of the relevant linguistic community could potentially consider the statement 
as true. However, the process of interpersonal verification must be applied in 
order to achieve the necessary expertise to evaluate whether a certain state-
ment is true. In this regard, conceptual models contain formalized linguistic 
statements which are to be tested for truth in combination with additional 
empirical research methods. This is conducted through members of a linguis-
tic community to obtain a consensus. According to Kamlah and Lorenzen 
(1984), the main instruments are observations, experiments, interviews and 
the interpretation of texts. The details of the process of interpersonal verifica-
tion are discussed in the following Section 4.3.

I
What is the object of true 
knowledge? (ontological 

aspect)

A world exists independently of human cognition, for 
instance, independent of thought and speech processes 
(also referred to as ontological realism).

II

What is the relationship be
tween knowledge achieved 
and the object of knowl

edge?

The relationship between cognition and the object of 
cognition is determined by the subject (also referred to as 
constructivism or subjectivism).

III What is the underlying con
cept of truth?

A statement is considered as true if every member of the 
relevant linguistic community could potentially consider 
this statement as true by conducting an interpersonal 
verification.

Table 4: Philosophical assumptions of a linguistic interpretivist position

Hence, linguistic interpretivism is characterized by a specific interpretivist episte-
mology, which is influenced mainly by the language-oriented philosophy of Kamlah 
and Lorenzen (1984). The question arises of what constitutes the elements and prac-
tical conceptual model evaluation procedures when adopting a linguistic interpretiv-
ist perspective.
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Terms as the basic elements of interpersonal 4.2 
verification

The basic starting point for linguistic interpretivism is the incremental (re)construc-
tion of languages. This process aims at a semantic foundation of languages in order 
to make speech artefacts and statements intelligible to its addressees (potential lin-
guistic community members). On the basis of natural language and practical acts, 
linguistic interpretivism (re)introduces words and fixes their meaning. Hence, this 
approach provides the theoretical basis for analyzing terminological systems, such 
as domain languages which are referred to and used within conceptual models and 
conceptual model statements. The (re)construction of terms and concepts is carried 
out in three steps (Kamlah and Lorenzen 1984):

Exemplary introduction: 4. In the process of exemplary introduction, the first 
step is that of linking a term to an extra-linguistic entity. The meaning of 
the word ‘book’, for example, can be defined by pointing to an appropriate 
object and saying, “this is a book”. By so doing, the word ‘book’ is assigned 
to a non-linguistic representative from the perspective of its linguistic com-
munity. However, it is a time consuming process to (re)enact all situations 
necessary for the compilation of a standardized language. If all parties use 
the same common natural language, it is considered sufficient to describe 
these situations in natural language terms to achieve a common understand-
ing. In this case, the natural language serves as an explanatory language that 
is used for teaching the meaning of words.

Stating the predicate rules:5.  Predicate rules are defined to further consolidate 
the correct usage of technical terms from the perspective of a linguistic com-
munity. A predicate rule defines the relations between the technical term and 
other terms. For example, it states which terms are synonymous or represent 
super-ordinate concepts. Predicate rules can also specify further attributes of 
a particular term, for instance, “this book is in English”.

Stipulated definition: 6. As the third step, the meaning of words is defined ex-
plicitly. A definition is conceived as an explanation of a certain term with the 
help of other already-known terms. Such a definition can be formulated in a 
syntactically standardized way (normative grammar) or in natural language. 
If natural language is applied, it is necessary to ensure that all applied terms 
have been previously understood by the members of the linguistic commu-
nity. It is often necessary to include other technical terms in the definition 
as well. For instance, “A book is a set or collection of written, printed, illus-
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trated or blank sheets, made of paper, parchment or other material, usually 
fastened together to hinge at one side and within protective covers”.

Thus, a new term or concept is introduced by explicit agreement with respect to its 
usage and meaning (Kamlah and Lorenzen 1984). This agreement leads to a rela-
tionship between concept and term and is shared by a linguistic community as the 
knowledge of using this term (Kamlah and Lorenzen 1984). Since language, as a 
system of signs, is shared by a linguistic community as common knowledge, seman-
tics and pragmatics are directly linked to each other. 

The process of interpersonal verification and 4.3 
statement evaluation

The verification of (conceptual model) statements is based on the procedure of inter-
personal verification. Linguistic interpretivism assumes that a consensus on mean-
ing and sense within a group can only be achieved by exchanging speech artefacts 
(Kamlah and Lorenzen 1984). Hence, language communities are required to ensure 
a common understanding of terms and statements (which use known terms). One or 
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Figure 2: Linguistic community-based evaluation of a conceptual model
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more subjects form a linguistic community, while a particular subject may belong 
to more than one linguistic community (cf., Figure 2). When evaluating conceptual 
models and conceptual model statements, formalized linguistic statements consti-
tuting part of a particular conceptual model are decomposed logically (deduction) 
until they are accessible as elemental statements for the purposes of interpersonal 
verification. This takes place within a group of subjects who obtain a consensus on 
the truth or non-truth of a certain statement. The main instruments are observation, 
experiments, interviewing and the interpretation of texts (Kamlah and Lorenzen 
1984). 

Language C
onstruction

Exemplary introduction Linking a term to an extra-linguistic entity, for instance, 
by pointing to an appropriate object and stating: “this is a 
book.”

Predicate rules A predicate rule defines the relations between the technical 
term and other terms, for instance, “a book consists of 
pages.”

Stipulated definition A definition is conceived as an explanation of a certain 
term with the help of other already-known terms, for 
instance, “a written work or composition which has been 
published; it consists of printed pages bound together.”O

ntological Evaluation

Conceptual model 
decomposition

Decomposing a conceptual model into elemental 
statements and terms.

Ontological mappings Mapping elemental statements (and its terms) with 
statements contained by the domain ontology.

(a) Ontology-based statement 
evaluation

Possibility (a): All statements (and terms) made in a 
conceptual model are covered by the domain ontology. A 
conceptual model statement may be assessed in terms of 
whether it is true in the context of the domain ontology.Interpersonal Verification

(b1) Identification of semantic 
deficiencies

Possibility (b): Identify and elaborate the semantic 
deficiency of the domain ontology. This might result in a 
statement and/or a term not being covered by the ontology.

(b2) Interpersonal verification Logical decomposition of conceptual model statements 
until they are accessible as elemental statements for the 
purpose of interpersonal verification. Notional group 
discussions resulting in a consensus on the truth/or 
non-truth of a certain statement. Instruments include 
observations, experiments, interviews or the interpretation 
of texts.

(b3) Revising domain ontology The results of the interpersonal verification are formalized 
into the domain ontology to enable a closed knowledge-
loop.

Table 5: Linguistic interpretivist procedure for conceptual model evaluation
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The process of interpersonal verification can be an extension of the ontological 
evaluation of conceptual models. Against the background of an extensive discussion 
in the IS literature, we found that (domain) ontologies can be a valuable instrument 
for evaluating conceptual models (cf., Section 3). However, to conduct this type 
of ontology-only-based conceptual model statement evaluation, it is necessary that 
the content of these statements is fully covered by the domain ontology. Since do-
main ontologies often do not fulfill this criterion, philosophically sound evaluation 
procedures are required that can fill this gap. Through the process of interpersonal 
verification, terms, concepts and statements forming a conceptual model can be 
evaluated that are not fully covered by a domain-language-based ontology. A do-
main-language-based ontology can serve as a supportive instrument, in the case that 
it only partly covers conceptual model statements. For instance, having a statement 
like “if a ‘book’ is edited by an ‘editor’, then ‘a lot of authors have contributed’”, an 
ontology can specify and evaluate whether an entity such as ‘editor’ actually ‘edits’ 
an entity such as ‘book’. The process of interpersonal verification can then be used 
to evaluate the statements as a whole or to further specify what is meant by ‘a lot of 
authors’. The results of the procedure of interpersonal verification can be formal-
ized into the domain ontology to enable a closed knowledge-loop. The linguistic 
interpretivist procedure of conceptual model evaluation is described in Table 5 and 

1. Conceptual Model

is edited by
Book Editor

0..*0..*

2. Conceptual Model Decompositon
Book

Editor
is edited by

6. Interpersonal 
Verification

3. Ontologicial
Mapping

11. Domain Ontology

Publication

Book

Editor
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=

?Book

7. Exemplary Introduction

4. Ontology-based 
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Figure 3: Example of the (re-)construction of the term ‘book’

19

Becker et al.: A Linguistic Interpretivist Approach

Published by AIS Electronic Library (AISeL), 2008



102 • J. Becker, B. Niehaves & D. Pfeiffer

exemplified in Figure 3. In Figure 3 it is assumed that the term ‘book’ is not yet part 
of the domain ontology and has to be (re-) constructed.

Conclusions and future research 5 
perspectives

Conceptual model validity and its economic significance constituted the basis of 
this paper. Against this background, IS research has already intensively investigat-
ed, for instance, ontology-based evaluation approaches for conceptual modelling 
grammars or criteria catalogs for model evaluation. In the present paper, we have 
developed an evaluation framework which provides new perspectives on the con-
ceptual model evaluation task (cf., Table 3). With the help of this framework, we 
provided evidence that there is a shortcoming of research on process-related aspects 
of conceptual model evaluation, especially, with respect to philosophically sound 
evaluation procedures.

In the recent IS literature, ontologies have gained much attention in the context 
of modelling language evaluation. However, they also provide a valuable contribu-
tion to the evaluation of conceptual models. In particular, domain ontologies can 
serve as a point of reference for conceptual model statement evaluation. However, 
problems arise in the case that certain statements (or the terms they contain) are 
not fully covered by the domain ontology. In this context, the IS literature uses the 
term ‘ontological incompleteness’ or ‘semantic deficiency’. Then, we argued that 
the ontological evaluation of conceptual models can only be a first step. Thus, we 
introduced the concept of interpersonal verification, a process adopted by the school 
of linguistic interpretivism, which can form the basis for a philosophically sound 
extension of ontology-based approaches to conceptual model evaluation. 

Understanding and operationalizing language as the major factor for the sub-
jects’ influence on the epistemological process of gaining knowledge, may shed new 
light on the paradigmatic discussion in IS research, especially between positivist 
and interpretivist perspectives. A major objective of Kamlah and Lorenzen’s (1984) 
work is to mediate between the positivist paradigm—which is regarded as under-
stating the social and individual embeddedness of knowledge—and hermeneutic 
philosophy – which appears to become diffuse or arbitrary when it comes to practi-
cal considerations. Whatever the case, the formulation of a linguistic interpretivist 
position for conceptual model evaluation has certain limitations. For instance, a 
further specification of the process of interpersonal verification will be necessary. 
What instruments are compatible and how can they be applied? Future research will 
have to further operationalise language as an epistemological factor.
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Moreover, our literature survey and the associated analysis of the research field 
identify the need for a holistic approach to determining the quality of conceptual 
models. Our proposal for an ontology-based linguistic evaluation of conceptual 
models can be regarded as a first step in this direction. Future research should com-
plement the current findings with other approaches to conceptual model evaluation. 
In this respect, it may be relevant to analyse the extent to which these distinct ap-
proaches are philosophically sound, conflicting or complementary.
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