
Technological University Dublin Technological University Dublin 

ARROW@TU Dublin ARROW@TU Dublin 

Dissertations School of Computing 

2019-12-08 

Factor Analysis of Mixed Data (FAMD) and Multiple Linear Factor Analysis of Mixed Data (FAMD) and Multiple Linear 

Regression in R Regression in R 

Nestor Pereira 
Technological University Dublin, D19125953@mytudublin.ie 

Follow this and additional works at: https://arrow.tudublin.ie/scschcomdis 

 Part of the Computer Engineering Commons, and the Computer Sciences Commons 

Recommended Citation Recommended Citation 
Pereira, Nestor, "Factor Analysis of Mixed Data (FAMD) and Multiple Linear Regression in R" (2019). 
Dissertations. 212. 
https://arrow.tudublin.ie/scschcomdis/212 

This Dissertation is brought to you for free and open 
access by the School of Computing at ARROW@TU 
Dublin. It has been accepted for inclusion in Dissertations 
by an authorized administrator of ARROW@TU Dublin. 
For more information, please contact 
yvonne.desmond@tudublin.ie, arrow.admin@tudublin.ie, 
brian.widdis@tudublin.ie. 

This work is licensed under a Creative Commons 
Attribution-Noncommercial-Share Alike 3.0 License 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Arrow@dit

https://core.ac.uk/display/301313502?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://arrow.tudublin.ie/
https://arrow.tudublin.ie/scschcomdis
https://arrow.tudublin.ie/scschcom
https://arrow.tudublin.ie/scschcomdis?utm_source=arrow.tudublin.ie%2Fscschcomdis%2F212&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/258?utm_source=arrow.tudublin.ie%2Fscschcomdis%2F212&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/142?utm_source=arrow.tudublin.ie%2Fscschcomdis%2F212&utm_medium=PDF&utm_campaign=PDFCoverPages
https://arrow.tudublin.ie/scschcomdis/212?utm_source=arrow.tudublin.ie%2Fscschcomdis%2F212&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:yvonne.desmond@tudublin.ie,%20arrow.admin@tudublin.ie,%20brian.widdis@tudublin.ie
mailto:yvonne.desmond@tudublin.ie,%20arrow.admin@tudublin.ie,%20brian.widdis@tudublin.ie
http://creativecommons.org/licenses/by-nc-sa/3.0/
http://creativecommons.org/licenses/by-nc-sa/3.0/
http://creativecommons.org/licenses/by-nc-sa/3.0/
http://creativecommons.org/licenses/by-nc-sa/3.0/


Using Multiple linear regression based on principal component analysis (FMCA factor analysis of mixed data) for predict the final score of secondary 

students from Portugal © 2019 TU Dublin 

Using Multiple linear regression based on principal 

component analysis (Factor analysis of mixed data 

FAMD) for predict the final score of secondary 

students from Portugal 

PEREIRA LINARES, Nestor  

Post-Graduate in Data Science in the 

Technological University Dublin, 

Ireland 

 D19125953@mytudublin.ie 

 

 

Abstract 

In the previous projects, it has been worked to statistically 

analysis of the factors to impact the score of the subjects of 

Mathematics and Portuguese for several groups of the student 

from secondary school from Portugal. 

In this project will be interested in finding a model, 

hypothetically multiple linear regression, to predict the final 

score, dependent variable G3, of the student according to 

some features divide into two groups.  

One group, analyses the features or predictors which 

impact in the final score more related to the performance of 

the students, means variables like study time or past failures. 

The second group analyses the predictors more relate to a 

family situation or family relationships.  

The approach to constructing the linear model is using the 

principal component results from the analyses of the principal 

component instead of the original features or predictors.  

The linear model proposal is:  

score G3 = a + b1*(PC1) + b2*(PC2) + ... + bk*(PCk) 

bi = Coefficients 

PCi = principal component, i: 1, 2, …, k dimensions 

 

Keywords — Principal Component Analyses, Machine 

Learning, Multiple Linear Regression, Logistic regression, 

Accuracy. 

 

 

 

I. INTRODUCTION 

It will be worked with a dataset from the University of 
Minho, Portugal which describe the data collected from two 
public school and show the score of the secondary school 
during the period 2005 – 2006.[1]  

The data include information about two subjects: Math and 
Portuguese. 

I will be interested to predict the final score of the student 
based in two aspects:  

First, it will be studied the impact of the variables like age, 
study time, past failures, extra school support, extra classes, 
access to the Internet, interest in higher education, health 
status, absences, and additional variables which tell the 
subject (Math, Portuguese), in the final score of the student. 
These variables are more related with the performance of the 
student. 

Second, it will be studied the impact of the variables more 
related with the family situation or family life, like age, 
parent’s cohabitation, mother’s job and education, father’s job 
and education, student’s guardian, absences.  

In linear regression have many variables called predictors, 
introduce noise and redundancy into the data and increase the 
variance in the predictive model. Also, it demands 
independence between the predictors mean not collinearity.  

In order to avoid those problems, in this project it will be 
used the method Principal Components Analyses (PCA) not 
only to reduce the number of predictors, also to avoid the 
redundancy and multicollinearity between them.  

Due that the variables are numeric and categorical, it will 
be used the extension method called Factor Analysis of Mixed 
Data (FAMD) to deal with data quantitative and data 
qualitative. [2] 

Finally, it will be constructed two multiple linear 
regression models for the two aspects or groups describe 
before.[3] [4] [5]  
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II. PROBLEM DEFINITION  

 

The principal objective in this project consist of predict the 
final score of the secondary student based on the result of the 
reduction variables applied to the original dataset.  

A. Hypothesis 1: Performance 

In order to deal with the problem, it will be defined two 
hypotheses, the first one is related with variables more about 
performance,  

Ho: there are no significance prediction (or effect) of the 
student final score G3 by the features related with 
performance. 

Ha: It is possible to predict the student final score G3 by 
these features using a multiple linear regression. 

 

B. Hypothesis 2: Family situation 

The second hypothesis is related with variables more about 
the family life or family situation,  

Ho: there are no significance prediction (or effect) of the 
student final score G3 by the features related with family 
situation. 

Ha: It is possible to predict the student final score G3 by 
these features using a multiple linear regression. 

This project will be finding the linear regression model 
which fix better for the problem applying the technique of 
reduction variables called FAMD. 

 

III. OBJECTIVES 

That was mention before, the principal aim in this project 
is predicting the final score of the student building a multiple 
linear regression.  

The final model will be evaluated based on the 
performance indicators: [7][10][11] 

• RMSE, Root Mean Squared, average error, 
measure how far the observations are from the 
regression line, lower value is better model. 

• RSE, Residual Standard Error, called sigma, is an 
average error performed by the model in 
predicting the final score G3.  

• Accuracy of the model calculated from the RSE 
divided by the mean of score G3. 

• R-Square (adjust), percentage of the variation in 
the final score G3 explained by the predictor 
variables. 

• F statistic, if the predictor variables are 
statistically significantly related to the final score 
G3. 

• Multicollinearity, it just to verify that is no 
present in the predictor’s variable. 

 

The objective-based on the sampling techniques using 80% to 
train the regression model and 20% for testing the model in 

order to achieve estimations with no high bias and at the same 
time, no high variance. 

 

 

IV. TECHNICAL APPROACH AND MATERIAL 

In this section, it is boarded a brief description of the 
technical approach to tackle the problem. 

Firstly, it will prepare the dataset, dealing with messing 
values, delete outliers using the rule “Tukey Fence”, and 
choosing the variables considered more relevant for the 
analysis for the two aspects (performance and family 
situation) in this research. 

Secondly, the extract statistics information of the 
dependent variable, score G3, and previous information about 
the last part of the project I.  

Later, in order to do the correlation analyses, all variables 
are transformed in variables numeric. It will be used the scale 
z-score for numeric variables and the “Dummy” technique for 
categorical variables.  

During the correlation analyses also, it is applied to 
Bartlett’s test of Sphericity and check the Kaiser-Meyer-Olkin 
(KMO) measure and determinant to know the applicability of 
PCA.  

Applying the FAMD for two subsets of the dataset: 
performance and family situation, and based on the 
eigenvalues, will be found the best components or dimensions 
to reduce the subset of the dataset.  

Finally, the dimensions founded in the previous step for 
both subset of the dataset, allow to construct and train (with 
80% of the dataset) the linear regression model using the 
dimensions as the predictor’s variables. 

The F-statistics results will be allowed to find enough 
statistical evidence to reject the Ho (no effect) in both cases in 
favour of the Ha.[2][7] 

 

A. Material 

The dataset is composed by joint of two datasets, one with 
score of students in Math, and another with the score in the 
subject Portuguese.  

The original dataset has 1.044 observations with 334 
variables.  

The dataset, subset from the original, using into the 
analyses of the Hypothesis 1 (Performance) has 990 
observations with 10 variables, and the dataset for the analyses 
of the hypothesis 2 (Family situation) has 990 observations 
with 8 variables.  

The predictors variables for measure the effect in the 
hypothesis 1 (performance) are:  

• age, variable numeric 

• study time, variable categorical 

• past failures, variable numeric 

• extra school support, variable categorical 

• paid extra classes, variable categorical  



• access to the Internet, variable categorical 

• interest in higher education, variable categorical 

• health status, variable categorical 

• absences, (variable numeric) and additional  

• subject (Math, Portuguese). variable categorical 

 

The predictors variables for measure the effect in the 
hypothesis 2 (family situation) are:  

• age, variable numeric 

• parent’s cohabitation, variable categorical 

• mother’s job. variable categorical 

• mother’s education. variable numeric 

• father’s job. variable categorical 

• father’s education. variable numeric 

• student’s guardian, variable categorical 

• absences. variable numeric 

After dealing with missing values and outliers, the number 
of observations is 990, and the dependent variable, final score 
G3, look like normal distribution: 

 

 

Fig. 1. Final score G3 after outliers 

 

 

V. DESCRIPTIVE STATISTICS OF THE VARIABLES 

The variable “target” final score G3 is the dependent 
variable and look like as a normal distributed after applying 
the process to deal with missing values and delete outliers.  

The technique using for deleting outliers was the “Tukey 
Fence” in which the observations outside to the range (fence) 
of [ 1Q - 1.5 (IQR), 3Q + 1.5 (IQR)] are deleted.  

1Q: first quartile 

3Q: third quartile 

IQR: inter-quartile range  

Apply this rule affect specifically to score G3 zero, that it is 
correct for this analysis because it means that the student 
probably abandons the course before it finished.  

The Tukey fence is showing in the next graphs. 

  

 

 

 

Fig. 2. Final score G3 and tukey fence 

The general statistics descriptiion of the dependent 
variable final score G3 show a homogeneous distribution of 
the observations around the mean, and also the median closer 
to the mean.  

The skewness is 0.151 considered very low and support 
the assumption than the distribution is normal. 

 

 

 

Fig. 3. Statistics metrics of the final score G3 (in R) 

 

A. Normality test for dependent variable score G3 

Even though the graphs and the statistical measures indicate 
that the dependent variable G3 has a normal distribution, the 
Kolmogorov-Smirnov test does not provide enough evidence 
to support it. 

 

 

Fig. 4. Kolmogorov test: reject Ho (Normal distribution) 



 

Probably because there is some observations outsider showing 
in the next graphs. 

 

 

Fig. 5. Plot distribution score G3 vs normal distribution 

 

The same conclusion applying the alternative test Jarque Bera, 
the result not provides enough evidence to support the 
assumption of normality in the dependent variable G3. 

 

 

Fig. 6. p-value < 0.05 reject the null hypothesis Ho: normal distribution. 

Following the graphical inspection and the statistically 
describe values, it can be assumed that the variable score G3 
has a normal distribution. 

 

B. Statistics information from the previuos project 

The previous project show clearly statistical evidence that the 
variable “study time” has an effect in the final score G3. 

 

Fig. 7. Plot distribution score G3 by study time 

Another essential information from this project was that the 
score G3 in the subject Math is statistically less than the score 
G3 in the subject Portuguese. 

 

 

Fig. 8. Plot distribution score G3 by subject (Math vs Portuguese) 

 

VI. PRE-PROCESSING (FOR CORRELATION ANALYSES) 

Before apply the correlation and the analyses of 
multicollinearity it is necessary to transform the data in 
numeric. To do that it will be used two techniques: scalar the 
data using z-score transformation and apply “dummy” codes 
to convert categorical variables in numeric.  

 

This process was made in four steps:  

• Apply z-score to numeric variables, standardise 
the variable. 

• Dummy code for categorical variables of 2 
levels, binary variables transform to 0 or 1. 



• Dummy code for categorical variables of 2 levels 
but are not numeric, created a new “sub-variable” 
for each category. 

• Dummy code for categorical variables that have 
three or more levels, created a new variable for 
each category. 

 

The final dataset looks like this (in R): 

 

 

Fig. 9. Dataset predictor variables after trasformation 

Now, all variables are numeric, and it is possible to apply 
the correlation functions. 

 

VII. CORRELATION ANALYSES AND 

MULTICOLLINEARITY 

The linear regression model assume that the predictor 
variable is independent and also have a correlation, have effect 
or impact, into the dependent variable.  

It will be analysed the correlation for the groups of 
predictors related with the hypothesis 1 (performance). It is 
shown the following results:  

 

Fig. 10. Correlation values between predictors for hypothesis 1 

(performance) 

 

Some variables, study time, features, higher and absences, 
have a low correlation with the dependent variable G3. Also, 

some predictor variable shows a correlation between them, for 
example, age with failures, school sup and higher.  

These results indicate that, perhaps, the assumption of 
independence does not have enough support. Therefore, the 
final model would be of high variance and unstable. 

 

 

Fig. 11. Correlation between predictors for hypothesis 1 (performance) 

 

Similar results can be observed for the groups of predictors 
for the hypothesis 2 (family situation), the predictors about 
the level of education of the parents (Medu, Fedu), absences 
have a low correlation with the final score G3. Aldo, when the 
mother and father work as a teacher has an effect in the final 
score G3. However, predictors like the level of education of 
the parents and the type of jobs are clearly correlated. 

 

 

Fig. 12. Correlation between predictors for hypothesis 2 (family situation) 



 

Finally, looking at the multicollinearity, it is shown the 
correlation between all predictors in the next graphs.  

 

 

Fig. 13. Correlation between all variables 

  

Unfortunately, it has shown many predictors correlated 
that means then can be calculated from others, and there are 
not independent. 

The determinant of this correlation matrix is zero (0) 
means than exist multicollinearity. 

As a result, the dataset and the predictor's variables have 
multicollinearity.  

This problem can be tackled using a technique for 
dimension reduction, principal component analysis, which 
reorganise the dataset in components or dimensions 
independents. 

 

A. Applicability of PCA  

There are two tests or indicators that help to investigate if 
the PCA technique can be applying in this dataset.  

The Bartlett’s sphericity test measures if there are 
significant difference between the correlation matrix and the 
identify matrix (perfect correlation). In this case, value p < 
0.05 therefore, PCA is applicable,   

 

Fig. 14. Bartlett’s test indicate the PCA is applicable. 

 

Another measure, Kaiser-Meyer-Olkin (KMO), indicate 
how well suited the dataset with the PCA. In this case, the 
value of the Measure of Sampling Adequacy (MSA) is 
just 0.5 means that PCA could be useful. 

 

 

 

Fig. 15. Indicator MSA Measures sampling adequacy = 0.5 

Finally, it is possible to conclude that the dimension 
reduction method is applicable for this dataset. 

 

 

VIII. PRINCIPAL COMPONENTS ANALYSIS: FMCA  

 

In this chapter, it will be used the principal component 
analysis (PCA) to reduce the number of variables (features). 

Specifically, it will be used the extension of PCA for 
mixed variables, numerical and categorical, by using the 
method called Factor Analysis of Mixed Data (FAMD). 

Having many predictors introduce noise and redundancy 
in the data and increase the variance in the model. Therefore, 
reduce the numbers of predictor would help to find a better 
linear model to predict the score of the student, and also to 
avoid the collinearity between them. 

 

 

A. FAMD for Hypothesis 1: performance  

In this case, it will be used the subset of the dataset with 
the interested variables for the hypothesis 1 more related to 
performance (df.performance).  

 

 

Fig. 16. df.performance, subset variables related with performance to test 

hypothesis 1. 



Note that the subset has a mixed variable, the 
implementation of the method FAMD can deal with those 
variables and do not need the previous transformation. 

 

 

Fig. 17. Eigenvalues for df.performance: indicate a principal dimensions 

 

Applying the FAMD is obtained the four (4) dimensions 
can be explained the 55% of the variance.  

The criteria used to choose those four (4 dimensions) are: 

1. Eigenvalues > 1 

2. Percentage of explained variances 

 

 

Fig. 18. % of explained variances for df.performance by dimensions. 

 

 

Those four (4) dimensions or components will be used in 
the linear regression model.  

Under the assumption that exists a linear relationship 
between the dimensions (or components) and the predictor 
variables, each dimension can be calculated by the predictor 
variables and their percentage of contribution. 

The following graphs shows the correlation between the 
predictors and the two principal dimensions. 

  

 

Fig. 19. Correlation between the predictors and the two principal 

dimensions. 

 

The percentage of contribution of each variable to each 
dimension is showing in the next table, 

 

Fig. 20. % contribution of each variable to each dimension. 

 

This contribution is showing in the next graph for the four (4) 
dimensions together,  

 

 

Fig. 21. % contribution of each variable to the four (4) principal dimensions. 

Note that the variables “school sup”, “subject”, “paid extra 
class”, “health”, “failures”, and “age” have the principal 
contribution to the dimensions. The contributions of the 
variables are not uniform. 

 

Finally, the function FAMD additionally calculated the results 
for individuals. Those values are the values of the dimensions 
and will be used the sample observations to train and test the 



linear regression model. Therefore, the new set of data for the 
regression model is: 

 

Fig. 22. New set de data for training and testing the regression model. 

This new set of data will be divided in a set for training (80%) 
the regression model and a set for test (20%) to evaluate the 
model.  

 

 

B. FAMD for Hypothesis 2: family situation  

 

A similar way to the previous analysis, it will be used the 
subset of the dataset with the interesting variable for the 
hypothesis 2 more related to the family situation (df.family). 

 

 

Fig. 23. df.family, subset variables related with family situation to test 

hypothesis 2. 

Note again that the subset has a mixed variable, the 
implementation of the method FAMD can deal with those 
variables and do not need the previous transformation. 

 

 

Fig. 24. Eigenvalues for df.family: indicate a principal dimensions 

In this case, applying the FAMD is obtained the seven (7) 
dimensions can be explained the 64,63% of the variance.  

The criteria used to choose those seven (7) dimensions are: 

1. Eigenvalues > 1 

2. Percentage of explained variances 

Note that in this case, the number of dimensions is too 
close to the numbers of predictors, with eight (8) variables, 
mean that only reduce in one dimension. However, the 
principal argument is that those dimensions are not correlated. 
Multicollinearity is not present. 

 

 

Fig. 25. % of explained variances for df.family by dimensions. 

 

Those seven (7) dimensions or components will be used in 
the linear regression model.  

The following graphs shows the correlation between the 
predictors and the two principal dimensions. 

 

 

 

Fig. 26. Correlation between the predictors and the two principal 

dimensions. 

The percentage of contribution of each variable to each 
dimension is showing in the next table, 

 

 



 

Fig. 27. % contribution of each variable to each dimension. 

 

This contribution is showing in the next graphs for the seven 
(7) dimensions together,  

 

 

Fig. 28. % contribution of each variable to the seven (7) principal 

dimensions. 

Note that the variables about parent’s job: “Mjob”, “Fjob”, 
and “guardian” have the principal contribution to the 
dimensions. 

 

Finally, and alike the previous analyses, the function FAMD 
calculated the results for individuals. Those values are the 
values of the dimensions and will be used the sample 
observations to train and test the linear regression model. 
Therefore, the new set of data for the regression model is: 

 

 

Fig. 29. New set de data for training and testing the regression model. 

This new set of data will be divided in a set for training (80%) 
the regression model and a set for test (20%) to evaluate the 
model.  

 

 

 

 

 

 

 

IX. APPLY MULTIPLE LINEAR REGRESSION MODEL FOR THE 

HYPOTHESES 

In this chapter, the linear regression model will be 
constructed and trained for the new subset to data to verify the 
hypotheses, using the dimensions have founded in the FAMD 
analysis. 

Each new set of data for each Hypothesis will be split into 
a training set (80%) and test set (20%), the training set will be 
used to train the model and calculate the coefficients. The test 
set will be used to compare with the score predicted by the 
model in order to evaluate the performance of the model. 

 

 

A. Apply multiple linear regression model for Hypothesis 1: 

performance 

 

The first fact to mention in this part of the analysis is the 
Determinant apply to the correlation matrix for the new set of 
data is 1, mean that there is no multicollinearity in the dataset. 

Applying the multiple linear regression model to the 
training dataset obtains the coefficients for the model and the 
F statistic, 

 

F (4,790) = 60.65, p-value < 2.2e-16 

 

Mean that the test is statistically significant for Hypothesis 
1, and there is enough evidence to reject the Ho in favour of 
the Ha. There is an effect of the dimensions in the final score 
of the student. 

 

 

Fig. 30. Results MLR to the set of data Hypothesis 1: performance. 

 

1) Performance of the model. 
 

Applying the model to the test dataset is obtained the 
following results:  

• RMSE: 2.38, measure how far the observations 
are from the regression line, similar to RSE. 



• RSE: 2.57, it will be used to calculate the average 
prediction error rate. 

• Average predictor error rate: 21.5 % is an average 
error performed by the model in predicting the 
final score G3.  

• Accuracy of the model: 78.49%, it is moderate 
good. 

• R-Square (adjust): 0,23, the model explains a low 
portion of the variance in the score G3. 

• Multicollinearity, the indicator vif, variance 
inflation factor, is less than 2.5, indicate no 
multicollinearity. 

 

2) Influential outliers 
 

Using the Cook's distance to measures of influential 
Outliers, show a few impacts.  

 

 

Fig. 31. Cook's distance Hypothesis 1: performance. 

 

3) Evaluate residual and normality of the residual error 
 

The next graphs show than there is no correlation between 
the dimensions, a good value for the residual error and also 
normality on this residual error. 

 

 

Fig. 32. Correlation between dimensions on Hypothesis 1: performance. 

 

Fig. 33. Residuals error Hypothesis 1: performance. 

 

Fig. 34. Normality for the residuals error Hypothesis 1: performance. 

 

 

 

 

 

B. Apply multiple linear regression model for Hypothesis 2: 

family situation 

 

A similar to the previous analysis, the Determinant apply 
to the correlation matrix for the new set of data is 1, mean that 
there is no multicollinearity in the dataset. 

Applying the multiple linear regression model to the 
training dataset obtains the coefficients for the model and the 
F statistic, 

 

F (7,787) = 8.88, p-value: 1.49e-10 < 0.05 

 

Mean that the test is statistically significant for Hypothesis 
2, and there is enough evidence to reject the Ho in favour of 
the Ha. There is an effect of the dimensions in the final score 
of the student. 

 

 



 

Fig. 35. Results MLR to the set of data Hypothesis 2: family situation. 

1) Performance of the model. 
 

Applying the model to the test dataset is obtained the 
following results:  

• RMSE: 2,61, average error performed by the 
model similar to RSE. 

• RSE: 2.83, it will be used to calculate the average 
prediction error rate. 

• Average predictor error rate: 23.71 % is an 
average error performed by the model in 
predicting the final score G3.  

• Accuracy of the model: 76.28%, it is low-
moderate good. 

• R-Square (adjust): 0.06, the model explains a low 
portion of the variance in the score G3. 

• Multicollinearity, the indicator vif, variance 
inflation factor, is less than 2.5, indicate no 
multicollinearity. 

 

2) Influential outliers 
Using the Cook's distance to measures of influential 

Outliers, show a few impacts.  

 

Fig. 36. Cook's distance Hypothesis 2: family situation. 

 

3) Evaluate residual and normality of the residual error 
 

The next graphs show than there is no correlation between 
the dimensions, a good value for the residual error and also 
normality on this residual error. 

 

 

Fig. 37. Correlation between dimensions on Hypothesis 2: family situation. 

 

Fig. 38. Residuals error Hypothesis 2: family situation. 

 

Fig. 39. Normality for the residuals error Hypothesis 2: family situation. 

 

 

 

 



X. FINAL RESULTS AND CHOSE THE BEST MODEL TO 

FIX THE PROBLEM 

Having statistical evidence to support the Hypothesis 
alternative in both cases, it is founded a linear regression 
model to fix the problem and predict the score G3 with a 
moderate level of accuracy, 78.49% for the Hypothesis 1, and 
76.28% for the Hypothesis 2, respectively.  

In the analyses of Hypothesis 1, about variables related to 
the performance, it was tested this model: 

Score G3 = 11.96 + (-0.49)Dim.1 + (-0.62)Dim.2 +  

           (-0.85)Dim. 3 + (-0.21)Dim.4 

The four (4) dimensions can be calculated with the 
percentage of contribution (weights) of the original predictor 
variables for performance. 

 The Hypothesis 2, about variables related with the family 
situation, was tested this model: 

Score G3 = 11.96 + (0.43)Dim.1 + (-0.24)Dim.2 +  

           (-0.07)Dim.3 + (-0.15)Dim.4 + 

           (0.19)Dim.5 + (-0.06)Dim.6 + 

           (0.05)Dim.7 

The seven (7) dimensions can be calculate with the 
percentage of contribution (weights) of the original predictor 
variables for family situation. 

In this approach, it was found that even though the 
predictor error in both cases is moderate-low, is a viable 
solution to tackle the problem with a linear regression model. 
Otherwise, the multicollinearity of the original variable 
increases the error and not support the assumption of 
independence in the predictors.  

 

XI. CONCLUSION AND FUTURE WORK 

Using a mixed technique, dimension reduction and linear 
regression, was possible to build a model to predict the final 
score G3 for secondary school student in this case. This 
approach shows the potentiality to mix in a coherent way two 
different techniques to tackle the regression problem.  

Looking more in details the results of the models, perhaps 
it would be interesting to make more test to optimise the 
model. In the first case, the model for hypothesis 1, note that 

the predictor dimension 4 has p-value < 0.05 mean that the 
contribution to the linear model could be dismissed. A similar 
analysis would be done for the model in Hypothesis 2, in 
which some dimensions, 3,4,5,6, and 7, has p-value < 0.05 and 
could be dismissed too. 

Finally, the project has demonstrated the potential to use 
this approach in regression models. 
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