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Abstract 

 In wireless sensor networks (WSNs), energy is a major constrain. Energy efficient network 

protocols is required to maintain reliable sensing of the sensing field. WSNs that use 

LEACH protocol, have node in a cluster periodically take trials to become cluster-head, such 

that the nodes in the cluster becomes cluster-head evenly. Nodes with greater transmission 

distance to the base station in the cluster dies out faster because it performs more work in 

transmitting data when it is cluster-head. The distance-based algorithm presented in this 

project, ensures that work is allocated to the nodes in the cluster more evenly, thus, all areas 

of the sensor field is sensed more reliably. 
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1. Introduction 

In recent times, the use and importance of sensor networks is on the increase due to the 

availability of cheap, low power micro-sized components integrated on a single chip. 

Wireless sensors enable sensing of an environment, which connects us to our environment 

in ways that seemed impossible few years back. The sensor gathers useful information about 

the environment such as temperature, pressure, motion, vibration, sound and more. Various 

sensor nodes are used to sense different parts of the environment, this requires information 

and communication technologies to aggregate and transmit the sensed data to the application 

servers for translation to useful information. Wireless sensor networks (WSNs) provide this 

platform [20]. 

A WSN can generally be described as a network of nodes that “cooperatively sense and may 

control the environment, enabling interaction between persons or computers and the 

surrounding environment” [1]. Regularly, hundreds of sensor nodes are deployed in the 

sensing field. The sensor nodes are equipped with sensing and processing devices, radio 

transceivers and a power source. Sensing, processing and communication is carried out 

using a limited amount of energy. Power is a major resource constraint in wireless sensor 

nodes. Highly energy efficient network protocols are required for a reliable wireless sensor 

network in order to delay individual node failures and prolonging the lifetime of the network.  

The rapid increase of smart phones with increasingly sophisticated sensors provides an 

attractive platform for mobile sensing. Some applications require environments constituting 

of mobile and static sensor nodes within the same network, while other applications require 

complete mobile or static sensors environment [8]. For example, in wild life exploration 

where sensors are attached to animals to observe their behaviours in various habitat [9], 

mobile devices are also used for acoustic environmental sensing [18][19].    

1.1 Motivation 

Mobile sensing is a very attractive platform for sensor networks due to increase in the 

number of smart phone users and sophisticated embedded sensors on the smart phones, such 

as accelerometer, gyroscope, digital compass, etc. Mobile sensing applications abound in 
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areas such as health-care, environmental monitoring, transportation, safety and more [10]. 

A major constraint is energy-efficiency. Mobiles exhaust extra energy when transmitting 

application specific detected information over cellular network when Wi-Fi is unavailable. 

Then again, the mobiles don't report their sensor readings, and the accuracy of the system is 

influenced. 

Several algorithms have been developed to improve the energy efficiency of wireless sensor 

networks, one of such algorithm is LEACH (Low-Energy Adaptive Clustering Hierarchy) 

algorithm [11]. LEACH is a cluster-head election-based algorithm, which prolongs the 

network lifetime by efficiently utilizing the energy of each node. Cluster-head protocols 

involve nodes in the network forming clusters and a node is elected cluster-head. Cluster-

heads control the interaction on nodes in it cluster and transmits to the base station where 

the data in interpreted to useful information. This LEACH model can be explored and 

improved upon for better performance and energy efficiency. For instance, in LEACH, the 

distance and energy of sensor nodes is not considered. This can be further optimized during 

cluster-head set-up for improved efficiency. 

1.2 Problem Statement 

WSNs are sometimes used over wide areas and the sensors have limited battery capacity. 

Sensors can communicate with different nodes of the sensor network and the base station, 

they greater the distance between the communicating nodes or node to base station the 

greater the energy required for transmission. In addition, in a sensor field consisting of 

hundreds of sensor nodes, relatively more energy in total is spent when all nodes are 

communicating with the base station compared to when a cluster-head gathers information 

to be transferred to the base station from nodes in the cluster that is usually in close proximity 

[11]. If the all nodes in the cluster become cluster-head evenly, the nodes that are further 

away from the base-station die out faster due to more work done to transmit data to the base 

station when elected cluster-head. 

1.3 Aim of Thesis  

This project will study the design of energy-efficient stochastic leader-selection algorithms 

in sensor fields of mobile sensors. This work will optimize the energy usage of the 

interaction between mobile handsets and an application server. The energy-efficiency of 
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mobile handset communications is of increasing importance given the convergence of 

mobile computing and cloud computing. In some scenarios, the lack of Wi-Fi forces mobile 

devices to expend additional energy transmitting application specific sensed data over 

cellular networks. This project will focus on:  

• Allocating the overhead of transmitting sensed data to a cellular base station 

amongst the mobile devices by selecting a cluster-head in a fair manner (Fairness is 

measured in terms of the relative energy expended);  

• Considering the relative distance of nodes in the WSN to make energy consumption 

more fair. 

1.4 Methodology 

This project involves evaluating the energy consumption of different approaches to the 

afore-mentioned aim. The project is simulated in Simevents, which is part of the Simulink 

package for Matlab, because SimEvents allows us to investigate, discrete event processes 

and to develop an initial understanding of how a complex system would work.  

1.5 Scope of Thesis 

In this segment, a review of all parts in the report is given with a short portrayal of everyone. 

Chapter 2, Preliminary investigation, describes basic WSN operation, sensor node 

functionality and energy requirement for different access technology, algorithms and 

simulation tool used during this work. 

Chapter 3, Implementation, explains all the process of coding followed in this work. With 

all the necessary background information explained, how the cluster-head selection 

algorithm on a single node works, the mobility model used [15], how the energy 

consumption block functions. All the details and decisions taken during the process are 

analysed in this chapter. 

Chapter 4, System performance, shows the results obtained from performing the 

experiments described in the evaluation chapter. 
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Chapter 5, Conclusions, shows the interpretations of the results explained on the previous 

chapter. These interpretations are the outcome of the work of this thesis and their meaning 

and relevance are explained in this chapter.  

Finally, Chapter 6, Future Work, the future works of interest exposed during the realization 

of this project is contained in this chapter. 
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2. Preliminary Investigation 

2.1 Wireless sensor network (WSN) Technology 

A WSN can generally be described as a “network of nodes that cooperatively sense and may 

control the environment, enabling interaction between persons or computers and the 

surrounding environment” [1]. A typical WSN consist of a base station (or sink) and sensor 

nodes which may be mobile. The base station is an interface between users and the network. 

Many sensor nodes are scattered randomly around or near the sensor field (monitored 

environment).   

 

Figure 2.1: WSN schematic  

Figure 2.1 shows two sensor fields with multiple nodes that send their sensed data to their 

respective base station. Power limitation is typically not a major constraint of the base 

station, therefore, has more processing power, and speed to collect data and send to the end 

users as required.  The sensor nodes typically form a multi-hop (or it may be a single-hop to 

the base station) mesh network through established communication links to neighbour 

nodes. When cluster-based network protocols are used, the nodes are combined into clusters, 

the elected cluster-head collects the data in its cluster and transfers to the based station. This 
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reduces network overload. Where sensor fields are large, multiple base station are used and 

long-range high-speed communication is established between the base stations.  

2.1.1 Sensor node 

The wireless sensor node consists of four major components: the sensing unit, the processing 

unit, the transceiver unit and the power unit. The sensing unit is sensitive to the required data 

(e.g. temperature, light, pressure, gas/chemicals etc.) and converting to electrical signals 

which is transferred to the processing unit. The processing unit processes the signal from the 

sensing unit accordingly. The transceiver unit receives and transfers data at a limited range. 

The power unit supplies power to all the component of the sensor node.  

 

Figure 2.2: Structure of sensor node 

In figure 2.2, the sensing unit consist of sensor which is sensitive to the required data (e.g. 

temperature, light, pressure, gas/chemicals etc.) and analogue-digital converter (ADC) 

converts the sensed signals to electrical signals and then transferred to the processing unit. 

The processing unit processes the signal from the sensing unit as required, for instance, 

compression of the sensed signal in order to make transmission more efficient [2][21]. The 

transceiver unit receives and transfers data using a technology such as Bluetooth, Wi-fi or 

ZigBee. The power unit supplies power to all the component of the sensor node. 

2.1.2 Access network technologies 

The access network in WSN refers to how the various sensor nodes connect to each other 

and the base station. Typically, WSN applications require the access network to be reliable 

due to narrow-band multi-frequency noise, interference and multi-path effects in the sensor 

field. Also, many applications of WSNs require strict real-time communication; a delay in 

communication may lead to a major accident as in the case of industrial or medical use. The 
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access network is also required to be power conservative due to the energy constraint of the 

sensor nodes. Following the specific requirements of WSN application, the access network 

often uses Bluetooth, ZigBee (IEEE 802.15.4), WLAN (IEEE 802.11) transmission 

technologies, also cellular networks for mobile sensing applications. 

Bluetooth low energy (BLE) technology provides personal area communication capabilities 

to the nodes while consuming ultra-low power. It operates in the 2.4GHz, has a range of 

about 50m, over the air data rate of 1Mbit/s at which the signal hops 79 frequency, giving it 

a high noise immunity [3].  

ZigBee is built upon IEEE 802.15.4 standard, designed to provide low cost and low power 

consumption for low data rate applications. It can be easily implemented in larger networks 

than Bluetooth as it permits mesh topology while Bluetooth uses star topology. ZigBee 

wireless devices operate in the unlicensed RF worldwide (2.4GHz global, 915MHz 

Americas or 868 MHz Europe). The data rate is 250kbps at 2.4GHz, 40kbps at 915MHz and 

20kbps at 868MHz [4]. 

WLAN technology is built on the IEEE 802.11 standard and has many communication 

protocols varying in their characteristics as data rate or bandwidth. Wi-Fi is viable for WSN 

because of its compatibility between various devices. The size, cost and power requirements 

of Wi-Fi (802.11) has decreased dramatically since the introduction of 802.15.4. It has a 

range of about 100m and data rate of 54Mb/s. 

 Peak current consumption Range Data rate Relative cost Topology 

ZigBee 

(802.15.4) 

30mA 50m 250Kb/s Low Star/mesh 

Bluetooth 

low energy 

15mA 100m 1Mb/s Low Star 

Wi-Fi 

(802.11b)  

~100mA 100m+ 11and 

54Mb/s 

Medium Star 

Table 2.1: Summary of access network technologies [3][4][5] 

Third generation (3G) mobile communication is widely available and have a very large 

range. 3G power consumption is not only related to the data transmitted, but also to network 
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parameters such as buffer thresholds or inactivity timers [6]. Energy consumption is mostly 

influenced by Radio Link Control (RLC) protocols and the Radio Resource Control (RRC) 

protocols. The RRC enables the user equipment (UE) to operate in different states which 

vary in power consumption and performance [7]. 

2.1.3 Energy consumption model 

This project uses a simple radio consumption model to express the energy consumption. 

This radio model offers an assessment of energy consumed when a sensor node transmits or 

receives data at each cycle [11]. The radio has a power control to consume minimum energy 

required to reach the intended nodes. 

The number of bit in a message is assumed to be fixed, k, transmitted through a distance, d, 

energy required for transmission cancan be expressed as: 

ET = Ee. k + Ea.k(J)                       (1) 

And the energy consumed at the receiver is expressed as: 

ER = Ee.k(J)                              (2) 

Where ET is the energy dissipated at transmitter (Joules), ER is the energy dissipated at 

receiver (Joules), Ea is the energy dissipated in transmit amplifier (J/bit/m2), the circuit 

energy when transmitting or receiving k bit of data is Ee (J/bit), and d is the distance between 

a sensor node and its respective cluster-head or between cluster-head and base station. Using 

the peak current consumption, the Ee during peak transmission for different access point 

using 3 volt CR2023 battery in displayed in the table below. 

 ZigBee Bluetooth Wi-Fi 

Ee (nJ/bit) 360 45 150* 

Table 2.2: Energy per bit for different technologies. 

The table above is an estimation of energy per bit of the different access technology but 

varies markedly between supplies of the different chips. The cost of Wi-Fi in table 2.2 is 

measured using data rate of 2000Kbs.Wi-Fi has high peak current but has higher power 

efficiency as compared to the other two (2) technologies when running at full speed. 
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This project focuses on optimizing the energy consumption due to data communication 

subsystems, which is the dominant source of energy dissipation in sensor nodes [11]. The 

approach neglects energy consumed by the sensing and processing unit. The distance from 

the node to the base station is assumed to be greater than the distance between the sensor 

nodes. Hence, the transmission between the nodes is at a cheaper cost than node to base 

station. It is assumed each node has equal transceiver and processing capabilities, which 

transmit the sensed data every S seconds. Distance between node A and B, dAB, is given by: 

dAB = √((𝑥𝐴 − 𝑥𝐵)2 +  (𝑦𝐴 − 𝑦𝐵)2)                       (3) 

The above formula represents the Euclidean distance between the nodes or node to base 

station. The protocol involved in the network could imply the nodes transmitting data 

directly to the network (direct communication) or multi-hop transfer to the base station 

through consequent node between the base station and the communicating node (peer-to-

peer communication). Consider the linear network below: 

 

 

 

Figure 2.3. A linear network  

The network above consists of four nodes with distance, r, between them and a base station. 

For direct communication to the base station, cost is: 

D = Ee. k + Ea .(nr)2.k   (4) 

D = k[Ee + Ea .n
2r2]     

Where nr = d, the distance to the base station. For multi-hop communication, the data is 

received and transmitted n times to get to the base station, the cost is: 

M = n .k[Ee + Ea .r
2] + (n-1) Ee .k  (5) 

1 2 3 4 BS 

r r r r 
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Multi-hop communication may cost more energy than direct communication depending on 

the radio circuitry used and the transmitter amplifier. Condition for direct communication to 

be less than multi-hop communication is: 

D < M 

k[𝐸𝑒 +  𝐸𝑎 . 𝑛2. 𝑟2]<  n. k[𝐸𝑒 +  𝐸𝑎 . 𝑟2] + (n −  1)𝐸𝑒 . 𝑘 

𝐸𝑒 +  𝐸𝑎. 𝑛2. 𝑟2 < n[𝐸𝑒 +  𝐸𝑎. 𝑟2] +  (n −  1)𝐸𝑒 

𝐸𝑒 +  𝐸𝑎. 𝑛2. 𝑟2< 𝐸𝑎. n. 𝑟2 +  (2n −  1)𝐸𝑒 

 𝐸𝑒 − (2n −  1)𝐸𝑒< 𝐸𝑎. n. 𝑟2 + 𝐸𝑎. 𝑛2. 𝑟2 

 (2 –  2n) 𝐸𝑒 < 𝐸𝑎 . 𝑟2(n −  𝑛2) 

𝐸𝑒 < 
 𝐸𝑎 .𝑟2(n − 𝑛2)

(2 – 2n) 
 

𝐸𝑒

𝐸𝑎
 > 

 n.𝑟2(1 − n)

2(1 – n) 
 

𝐸𝑒

𝐸𝑎
> 

 n.𝑟2

2 
        (6) 

If the condition in equation (6) above is satisfied, the direct communication is less than multi-

hop communication. 

2.2 Cluster-head algorithm 

Proper grouping of nodes into clusters minimizes energy. Clusters group a number of nodes 

in the network (typically based on distance), thereby, reducing the number of 

communicating nodes. A node is selected as cluster-head in each node based on some 

criteria (for example energy of node, distance to base station). Cluster-heads receive data 

from nodes in its cluster, combine the data and transfers the data to the base station. Using 

cluster approach increases the network lifetime during routing as the scalability reduces load, 

and energy consumption [12][13]. 

In this project, the cluster-head election approach is based on LEACH algorithm. During the 

cluster-head selection process, each node generates a random number between 0 to 1, then 
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compares to the threshold value (T). If the random number is less than the threshold value, 

the node is a cluster-head for that round of election [14]. If x is less than the T value at that 

instance, the node is a cluster-head. The output is: 

Y = {
0, 𝑥 ≥ 𝑇
1, 𝑥 < 𝑇

}                                 (7) 

The threshold, T is given by: 

T = 
𝑝

1−𝑝(𝑟𝑚𝑜𝑑
1

𝑝
)
                                 (8) 

Where p is the probability of the nodes becoming cluster-head and r is the election round 

number. The probability of becoming cluster-head for all the nodes is the same. The 

threshold value is a cyclic function of p, with 1/p rounds. At round 1/p-1, the probability of 

node becoming cluster-head is ‘1’. Nodes can become cluster-head multiple times provided 

the criteria above to be cluster-head is met. Increasing the value of p increases the number 

of nodes that would become cluster-head. LEACH does not take to consideration the 

distance when electing the cluster-head, in this algorithm, the probability of becoming a 

cluster-head is a function of distance from the base station.  

2.3 Levy walk-around model 

This project makes use of Levy walk-around model to incorporate mobility of the nodes. 

Naturally, animals make moves in search of food in random directions and distances. Levy 

walk is a type of random walk in which each move has a random direction and length and 

not depending on the previous move. Most of the moves are usually in a small area or short 

length, then occasionally, the move has a long distance.  
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Figure 2.4: Levy walk path (100 steps) 

It has been demonstrated that people wandering around university campuses, Disney world 

and urban environment have a pattern very similar to Levy walk [15]. Levy walk is 

incorporated into the mobility of the nodes for accuracy and more realistic network 

simulation.     

2.4 SimEvents 

SimEvents is a Simulink extension for MATLAB that allows modelling and simulation of 

discrete-event systems. In SimEvents, a graphical drag-and-drop interface is provided for 

assembling and using models [16]. By SimEvents, it is possible to design routing, processing 

hold-ups, and prioritization for scheduling and interaction using lines, servers, switches, and 

other pre-existing block[17].  

Using SimEvents, a discrete-event simulation model can be created to simulate the passing 

of entities through a network of queues, servers, gates, and switches based on events [16]. 

This project makes use of SimEvents to simulate the algorithm of the WSN nodes, 

efficiently estimate the performance and cost of the system, and obtain accurate conclusions 

from the results.   
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3. Implementation 

In this chapter, the processes involved in the actualisation of the algorithms are discussed. 

SimEvents is used to simulate the cluster-head algorithm on a single sensor node. The 

distance between nodes and the base station is computed in the MATLAB script, which is 

used to compute the energy consumption. Simulation for static nodes is run and energy 

readings are recorded. Then the simulation is run with LEACH implemented, and the energy 

readings and battery lifetime are observed. For the battery lifetime, each node initially has 

energy of 2J. As the simulation is run, energy consumed given by equation (1) in Chapter 2 

is subtracted from the initial node energy, which is used to estimate battery lifetime. The 

algorithm this project is contributing, where the probability of the nodes becoming cluster-

head is influenced by the distance of the node from the base station and energy readings are 

observed.  

3.1 Direct communication 

In this simulation, the nodes are in close proximity to each other and the base station is 

positioned far away. All the nodes will communicate directly to the base station. 

 

Figure 3.1: The energy consumption block. © Copyright Ruari de Fréin, June 2018. 
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The energy consumption of 7 nodes located between 900-1100m from the base station is 

simulation using the above model in Simulink. The node sends data every 60secs to the base 

station. The radio circuitry, Ee, consumes 50nJ/bit and transmitter amplifier, Ea, consumes 

100pJ/bit. The maximum random value used by the switch is set to less than 0.5, so that 

communication is direct for the nodes. In this project, number of bits per transmission, k, is 

assumed to be ‘1’ for simplicity. The simulation is run for 12000secs where the cumulative 

sum of energy spent is recorded.  

3.2 LEACH IMPLEMENTATION 

The LEACH algorithm is setup in SimEvents using mathematical blocks to solve the 

equation (4) and (5) in chapter 2. This is shown in Figure 3.2 below. 

 

Figure 3.2. LEACH algorithm model 

The model in figure 3.2 defines the cluster-head algorithm of the sensor node. The pulse 

generator is set-up to generate a pulse every 60 seconds, which is used to generate the 

random number that is compared to the threshold value to determine if the node is cluster-

head. Therefore, cluster-head election takes place every 60 seconds. The random number 

generator for the different nodes is configured with different initial seed and sampling time 
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so as to generate different random numbers for the nodes. The counter attached to the pulse 

generator is the round number used in the modulus function in equation 5. The value of the 

p is implemented using the constant block in SimEvents. The threshold function is a seesaw-

like function shown in figure3.3 below.  

 

Figure 3.3: Threshold function 

Figure 3.3 shows the threshold form generated using p value of ‘0.01’. The p value controls 

the threshold function. The threshold is minimum at the first round and maximum when the 

cluster-head election round is a multiple of 1/p -1, when the cluster-head election round is a 

multiple of 1/p, the threshold starts from minimum again. This allows nodes to be coming 

cluster-head at least once after every 1/p rounds.  

The MATLAB function block in figure 3.2 compares the threshold to the random number 

generated and outputs ‘1’ if the random number is less than the algorithm threshold 

(meaning the node is cluster-head for that election round), else outputs ‘0’ (meaning node is 

not cluster-head). The simulation is run for 12000 seconds and the cluster-head election 

result is read into MATLAB workspace. 
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Figure 3.4: Model of a single node. I would like to acknowledge Ruari de Fréin for 

providing the “Energy consumption block” below. ©Copyright R. de Fréin 2018. 

The cluster-election result is used to switch to either local communication (to cluster-head) 

or direct communication to base station. If the output from the cluster-head election result is 

greater than ‘0.5’, the switch allows the distance to the base station pass through and is 

multiplied by the value of energy consumed per bit by the transmitter amplifier (epsilon in 

figure 3.3) which is set as 100pJ/bit. The bit per transmission, k, is set at 1. The energy 

consumed by the radio circuitry, Ee, is set using table 2.2 for the different technologies. The 

energy consumed per transmission is observed at the ‘Energy’ block, while the total energy 

consumed at the end of the simulation time is observed at the ‘SumEnergy’ block.        

3.3 Node mobility 

The mobility of the node is incorporated using truncated Levy walk model described in 

reference [15]. The Levy flight and pause time used in this model is determined from Levy 

distributions with stability exponents α = 1.5 and β = 0.5. This project assumes the base 
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station is far away from the nodes. The base station is configure to have coordinates 

[500,500]. The Levy walk function is run for 200 steps in MATLAB and the coordinates are 

read into the nodes in Simulink. The Levy walk is run for the 30 nodes in the network model, 

this is shown in Figure 3.4. 

 

Figure 3.5: Levy walk for 30 nodes 

The Euclidean distances between the node and the base station are read into the Simulink 

model. The distance to the base station is read into the direct distance block while for the 

local distance block (used for p2p communication) the mean distance between the nodes is 

computed in MATLAB and used as the local transmission distance.   
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  Figure 3.6: Model of a mobile node. Energy consumption block (bottom) ©Copyright R. 

de Fréin 2018 

Figure 3.5 shows the distance of the node from the base station is read into the energy 

consumption block of the node from MATLAB workspace, using the from workspace 

block. The switch switches between local transmission distance and direct transmission 

distance depending on the cluster-head status of the node at that instance. The distance of 

the node to node or base station is read in every 60secs.   

3.4 Distance-based cluster-head election 

The goal here is to have the probability of becoming cluster-head for the nodes that are 

further away from the base station to be less than nodes closer to the base station. This will 

cause more work to be allocated to the nodes closer to the base station. This is implemented 

by modulating the threshold value for the nodes. The probability of the nodes becoming 

cluster-head is multiplied by a weighted valued influenced by the nodes distance from the 

base station. The weight value is given by: 
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𝑁
 

Pd= p x weight   (7) 

Where D is the mean inverse distance square between all the nodes in the network and the 

base station, dn is distance of a given node to the base station and N is the number of nodes 

in the network. This way, if the node is further away from the base station, the probability 

of becoming cluster-head is less than the nodes closer, effectively increasing the number of 

rounds for the threshold value to recycle and ultimate reducing the work for that node. For 

the static node, Pd is computed and MATLAB and the p value of the node is changed to the 

Pd value. For mobile nodes the Pd value is computed as shown in Figure 3.6.  

 

Figure 3.7: mobile node using distance-based algorithm  

Figure 3.6 shows the computation of the distance-based probability for a mobile node. The 

mean inverse distance square between all the nodes in the network and the base station, D, 

read into the mobile node. D is computed and read from MATLAB workspace into Simulink 

using the ‘From Workspace’ block labelled ‘sig_dall’. The inverse of the node distance to 

base station, the inverse of D value, the inverse of the number of node and the p value is 

multiplied and the output feeds the threshold algorithm as the new p value.   
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4. System Performance 

The simulation results and analysis are presented in this chapter. Static nodes and mobile 

nodes are simulated and analysed. In this analysis, nodes communicating directly with the 

base station, nodes operating with LEACH algorithm and nodes with distance based cluster-

head algorithm are simulated.  

4.1 Static nodes 

4.1.1 Direct communication 

The energy of seven (7) nodes with positions at different distance between 900 m and 1100m 

from the base station are shown in table 4.1. 

Node Distance 

(m) 

Energy (mJ) 

at 12000s 

1 920 16.94 

2 940 17.68 

3 960 18.44 

4 980 19.22 

5 1000 20.02 

6 1020 20.82 

7 1040 21.64 

 Total 134.76 

Table 4.1 energy consumed using direct communication 

 

Figure 4.1 Graph of Energy consumed vs distance 
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The graph in Figure 4.1 shows that the distance of transmission is linearly proportional to 

the energy consumed during direct transmission with the base station. More energy is 

required when transmitting to the base station. Giving the seven nodes an initial energy of 

2J and running the simulation longer, with nodes transmitting to the base station every 60 

seconds, node 7 dies on transmitting 18484 times (18484minutes) to the base station, this is 

significantly shorter time than node 1. This results in unaccurate data, because some areas 

will not be sensed.   

The different network access technologies (that is Bluetooth, ZigBee and Wi-Fi) dissipate 

different power for transmission as shown in table 2.2. The energy impact of using these 

different technologies is shown in Figure 4.2. 

 

Figure 4.2 Graph of Energy consumed vs distance vs technologies 

Figure 4.2 shows that Bluetooth transmits at lower energy than Wi-Fi and ZigBee due to its 

low peak current and high data rate. The figure is plotted with Wi-Fi configured to transmit 

at 2Mbps. Wi-Fi has higher peak current requirements than ZigBee but significantly higher 

data rate, this is the reason W-Fi consumes lower energy in the network.  

4.1.2 Energy consumption of LEACH  

On implementing LEACH algorithm in the network, the effect of the probability of 

becoming cluster-head, p on energy consumption is measured for 0.01< p <0.1 with 

increment of 0.1. The relationship is shown in Figure 4.3 below. 
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Figure 4.3 Graph of Energy consumed vs cluster-head probability 

Figure 4.3 shows that choosing a higher probability for the nodes becoming cluster-head 

results in higher energy consumed due to node to base transmissions when the node is 

cluster-head. An in-depth study of the optimum ‘p’ such that a node in the cluster is always 

cluster-head and not too many nodes being cluster-head.  

Using one percent (1%) probability of node becoming cluster-head, using Bluetooth 

technology, the distance, energy consumed after 12000 seconds and number of times node 

becoming cluster-head is shown in table 4.2. 

Node Distance Energy (J) at 
12000s 

No of times 
CH 

1 920 8.58E-04 10 

2 940 8.07E-04 9 

3 960 7.49E-04 8 

4 980 0.0014 14 

5 1000 8.12E-04 7 

6 1020 0.0014 13 

7 1040 8.77E-04 8 

 Total 6.90E-03  

Table 4.2. Energy consumed using LEACH 

From the Table 4.2, it is observed that nodes that become cluster-head more often over a 

period, have greater energy consumed than nodes that were rarely cluster-head because of 

the energy expended in transmitting to the base station. Node 5 became cluster-head less 

than node 3 and 2 but still consumed more energy than both because it has a greater 
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transmission distance. This is the same reason node 7 expends more energy than node 1,2 

and 3.  Observing 7 nodes of the network with same distance from the base station as direct 

communication, the energy consumption using LEACH has a 95.42% decrease compared 

to direct communication. Giving each node an initial energy of 2J, and running the 

simulation longer, node 7 dies after 456100 cluster-head elections of which within that 

interval (60 seconds), if it is cluster-head, the node transmits to base station, else p2p 

communication. This is about 95.95% increase in battery life as compared to direct 

communication of node 7.  

4.1.3 Distance-based work allocation 

The distance-based algorithm is implemented using equation 6 and 7 in chapter 3. The 

network has 30 nodes with distance normally distributed from the base station, using 

Bluetooth technology and unmodulated nodes has one percent (1%) probability, p of 

becoming cluster-head. The distance, energy consumed, the number of times seven (7) node 

becomes cluster-head, and the modulated p value, Pd is displayed in table 4.3 below. 

Node Distance Energy (J) at 
12000s 

No of times 
CH 

Pd 

1 920 0.0011 13 0.01428 

2 940 0.0012 14 0.01367 

3 960 0.0012 13 0.01311 

4 980 0.0013 13 0.01258 

5 1000 9.87E-04 9 0.01208 

6 1020 0.0012 11 0.01161 

7 1040 0.0012 11 0.01117 

Table 4.3. Energy consumed using distance-based algorithm 

 

Figure 4.4 Graph of Energy consumed vs distance vs algorithm 
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Table 4.3 shows that the nodes closer to the base station become cluster-head more often 

than the nodes further away from the base station. The nodes closer to the base station have 

been set-up by the distance-based algorithm to have less probability of becoming cluster-

head. Figure 4.4 shows that the energy consumed across the network appears more even 

than that of LEACH algorithm because the distance of the nodes is not incorporated in the 

algorithm. In essence, the nodes of the network using the distance-based algorithm would 

die out at approximately the same rate. This enables accurate reading of data across the 

sensing field because all the nodes are available to sense and send required data from various 

areas of the sensing field. The sum energy used up by the distance-based algorithm with p 

value of ‘0.01’ (before modulation) seems higher than LEACH algorithm with p value ‘0.01’ 

because Pd (distance-based probability) has values higher than p. This can be effectively 

reduced by reducing the value of p. Future work would involve optimising p values such a 

node in the cluster is cluster-head and not too many nodes are cluster-head, thus minimizing 

total energy consumption in the network.     

4.2 Mobile nodes 

In this section, LEACH and the distance-based algorithm are incorporated into mobile nodes 

cluster-head election algorithm and the effects are analysed. Firstly, the model simulates 30 

mobile nodes using LEACH algorithm with one percent (1%) probability of becoming 

cluster-head. The simulation is run for 12000 seconds, the energy consumed and number of 

times seven (7) random nodes is displayed in the table 4.4 below.  

Node Energy (J) at 12000s No of times 
CH 

1 5.43E-04 10 

2 5.96E-04 9 

3 3.41E-04 8 

4 6.36E-04 12 

5 8.90E-04 8 

6 5.30E-04 10 

7 0.0013 9 

Total 4.64E-03  

Table 4.4. Energy consumption of mobile nodes using LEACH 

Table 4.4 shows that the energy of the nodes is widely dispersed. The number of times the 

different nodes become cluster-head is fairly even, this results in higher dissipation of energy 

for nodes moving further away from the base station. Observing node 3 and 7, they become 
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cluster-head 8 and 9 times respectively which is not a significant difference, but energy 

expended by node3 is significantly greater than node 7. This difference in energy consumed 

is due to the path node 3 moves as compared to node 7 shown in Figure 4.5 below. 

 

Figure 4.5: Node 7 (left) and node 3 (right) walk path 

The base station is set-up at coordinate “500,500”. The mean distance between node 7 and 

the base station is greater than the mean distance to base station of node 3. LEACH algorithm 

does not consider distance, therefore, node 7 becomes cluster-head as often as node 3, thus, 

performing more work due to its work done in transmitting to the base station and dies out 

faster than node 3.  

After the LEACH algorithm is simulated, the distance-based algorithm is run using the same 

nodes and coordinates used in the LEACH experiment. The energy consumed by the nodes 

using distance-based algorithm is shown in table 4.5.  

Node Energy (J) at 
12000s 

No of times 
CH 

1 9.81E-04 15 

2 8.87E-04 13 

3 9.20E-04 19 

4 8.54E-04 13 

5 9.18E-04 9 

6 8.23E-04 13 

7 9.97E-04 9 

Table 4.5. Energy consumed using distance-based algorithm 
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Table 4.5 shows that the energy expended by the nodes is less dispersed than that of LEACH 

algorithm. The algorithm incorporates the distance of the node from the base station into the 

cluster-head election. The probability of a node becoming cluster-head modulated such that 

nodes closer to the base station is higher than the nodes further away, thus, sharing the work 

between the nodes more evenly. The graph of the probability of becoming cluster-head for 

node 3 and 7 is shown in figure 4.6.  

  

Figure 4.6: Probability of becoming cluster-head for Node 7 (top) and node 3 (bottom). 

Figure 4.6 shows the probability of becoming cluster-head for node 3 rising as its distance 

to the base station is decreasing and that of node 7 decreasing because it is moving further 

away from the base station. 
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5. Conclusion 

Energy is a major constrain for WSNs. To maintain reliable sensing of the environment (or 

sensing field), energy efficient network protocols is required. Hierarchical routing 

techniques, where the nodes are grouped into clusters, and the cluster-head controls the 

interaction of nodes in its cluster, is more energy efficient than nodes communicating 

directly to the base station. LEACH protocol ensures that the cluster-head election is fair, 

such that the nodes in the cluster becomes cluster-head evenly. Distance is a major factor for 

amount of energy expended during transmission of data from the sensing field to the base 

station. Nodes with greater transmission distance to the base station in the cluster dies out 

faster because it performs more work in transmitting data when it is cluster-head. The 

distance-based algorithm presented in this project, ensures that work is allocated to the nodes 

in the cluster more evenly. Using the distance-based algorithm, the nodes further away from 

the base station is allocated less work, thereby balancing the energy across the sensing field. 

This allows for reliable sensing of the sensor field as the time before first sensor node dies 

out is improved and data is collected from all areas. LEACH and distance-based algorithm 

are simulated on Matlab, the results show that the distance-based algorithm allocates work 

to the nodes more evenly.    
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6. Future Work 

The work performed in this project can be extended in the accompanying future work 

bearings: 

• The nodes in the WSN is simulated to make a trial to become cluster head 

periodically. In future works, event-driven cluster-head election can be implemented 

for the nodes. This is useful for emergency applications where significant events in 

an area in the sensor field needs to be reported speedily. The nodes in the area of the 

emergency event become cluster-heads and send the data to the base station without 

waiting for the periodic cluster-head elections. 

• Node energy algorithm can also be considered in the cluster-head algorithm of future 

works, such that nodes with lower battery energy would be allocated less work than 

nodes with higher energy.  
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Appendix 

xxxxxxxxxDistance computationxxxxxxxxxxxx 

No_Users = 30; 

s = 210; alpha = 1.5; 

base = [500, 500];   

X = zeros(No_Users, s);  

Y = zeros(No_Users, s);  

D = zeros(No_Users, s, No_Users);   

for node =  1: No_Users 

    [X(node, :), Y(node, :)] = levywalkfunc(alpha, s); 

end 

for node  = 1:No_Users 

    D(:, :, node) = sqrt((X(node, :) - X).^2 + ... 

        (Y(node, :) - Y).^2); 

end 

D_base = sqrt((X - base(1,1)).^2 + ... 

    (Y - base(1,2)).^2); 

figure, plot(X', Y') 

xxxxxxxxxxxxLevywalkfunctionxxxxxxxxxxxxxxxxxxxxxx 

function [x,y] = levywalkfunc(alpha,s) 
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    x=zeros(1,s); y=zeros(1,s); 

for n=2:s 

    theta=rand*2*pi; 

    f=rand^(-1/alpha); 

    x(n)=x(n-1)+f*cos(theta); 

    y(n)=y(n-1)+f*sin(theta); 

end 
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