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CHAPTER 2. REVIEW OF EXISTING LITERATURE

keypoint descriptor is generated, and a 16*16 neighborhood around the keypoint is

taken. It is divided into 16 sub-blocks of 4*4 size. For each sub-block, 8 bin orienta-

tion histogram is created. Therefore, a total of 128 bin values are generated. SIFT

descriptor representation is designed to avoid the problems of boundary changes in

location, orientation and scale do not cause radical changes in the feature vector.

Figure 2.2: DoG representation (Sinha, 2017)

Figure 2.3: Gradient magnitude and orientation (Sinha, 2017)

Speeded up robust feature (SURF), was proposed by Bay, Tuytelaars, and Van Gool

(2006), is local feature descriptor inspired by SIFT descriptors. The SURF descriptor

is based on the same principles and steps as SIFT. However, the details are different.

The algorithm contains three critical steps, including interest point detection, local

neighborhood description, and matching. The SURF was designed to the approxi-

mation to LoG with box filter, which is the better to calculate the convolution using

box filter for integral images. Besides, the SURF depends on the determination of

Hessian matrix for both scale and location. During the step of orientation assignment,
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the SURF makes use of wavelet responses in horizontal and vertical direction for a

neighborhood, and also, enough Gaussian weights are applied to it. The dominant

orientation is estimated by calculating the sum of all responses within a sliding ori-

entation window of angle 60 degrees. Then, a square region is extracted in order to

describe the region around the points. The point of interest is divided into 4x4 square

sub-regions, and the Haar wavelet responses are extracted at 5x5 regularly sample

points. Compared to SIFT, the SURF can accelerate the calculation process since

it employs 64-dimensional feature vector to describe the local feature as advantages

rather than 128 dimensions in SIFT.

Furthermore, the Histogram of Oriented Gradient (HOG) was proposed to extract

local features in images, which is the variant of SIFT (Dalal & Triggs, 2005). In this

research, it indicated that the HOG provides the excellent performance relative to

other existing feature sets including wavelets. Also, Ojala, Pietikainen, and Maenpaa

(2002) proposed the approach of Local Binary Patterns (LBP) to extract the spatial

information of the texture with the invariant to monotonic transformations of the gray

levels. In a nutshell, the different approaches of feature extraction in image processing,

global feature and local feature, could deliver the different performance because of

the existence of various situations for images, such as scalability, illumination, and

rotation. Hence, the performance of each approach should be multiple evaluated by

different image datasets for image classification.

2.2 BoVW methodology

2.2.1 Introduction

Initially, the methodology of bag-of-words (BoW) is commonly used in the field of

natural language processing and information retrieval, such as text categorization, and

the term of BoW was early proposed by Z. S. Harris (1954) in a linguistic context. This

model aims to represent texts with the number of times a term appears in the texts

without the consideration of grammar and word order. After years, the methodology

of BoVW was inspired by BoW model in the field of computer vision, proposed by
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Csurka et al. (2004). In the process of image classification, a visual word is used in

the BoVW model, generated by clustering low-level visual features of local regions

points, such as color and texture along with the process of vector quantization. In

other words, the BoVW is a sparse vector of occurrence counts of a vocabulary of

local image features, which can be described as a histogram of visual words as well.

It is possibly amazing that the BoVW schema could be effective and productive to

match or surpass the other state-of-the-art performance in some developed applications

because of the lack of spatial information and structure. However, the lack of spatial

relationships between patches could lead to the issue of high misclassification rate in

computer vision.

2.2.2 BoVW process

The process of creating BoVW model is shown in figure 2.4, which can be concluded

to four key steps as follows. Firstly, it is to detect regions or points of interest. Then,

computing local descriptors over those regions or points. After that, quantizing the

descriptors into words to form the visual vocabulary. Lastly, finding the occurrences

for each specific word in the vocabulary for constructing the BoVW model, namely

the histogram of word frequencies (Tsai, 2012).

Figure 2.4: The process of generating BoVW model (Tsai, 2012)

The interest point detection detects keypoints with the scale space representations
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of images. It is computed at predefined locations and scales, and also some popular

detection methods were discussed by Mikolajczyk, Leibe, and Schiele (2005). In their

research, they compared some well-known detectors based on affine normalization, and

the conclusion is that the Hessian-Affine detector outperforms among others. Addi-

tionally, the interest points are detected by both sparse and dense approach (Horster

& Lienhart, 2007). The interest points are detected at local extrema in the DoG

pyramid for sparse features (Lowe, 2004). For dense features, the interest points are

defined at sampled grid points.

Computing feature descriptor is an important step to decide how to represent the

neighborhood of pixels near the localized region apart from making the decision where

features exist in images. In BoVW literature, the SIFT descriptor (Lowe, 2004) is

widely used as feature descriptors. In addition, SURF is the alternative to SIFT

descriptor, and it has been widely used and applied as well (Bay et al., 2006). The

process of SURF contains the procedures of feature detection and description. The

purpose of SURF is to produce the similar features as produced by SIFT on Hessian-

Laplace interest points, but more effective and accurate. In the study (Mikolajczyk et

al., 2005), there has the comparison of some feature descriptors and concludes that the

SIFT-based descriptors outperform the other descriptors in many areas. According to

the study (Mikolajczyk & Schmid, 2005), the authors compared the performance of

local descriptors, which are extracted by the Harris-Affine detector, and it indicated

that SIFT-based descriptors deliver the best performance.

After detecting regions and extracting features for images, the final step of con-

structing the visual vocabulary for BoVW model is in accordance with vector quan-

tization. Basically, the k-means clustering algorithm is used during this step, and

the number of visual words generated is based on the number of clusters predefined.

van de Sande, Gevers, and Snoek (2011) explained that the process of vector quantiza-

tion during building BoVW model has the high computational cost using the k-means

algorithm, which is to find the k number of neighbor clusters for each point. However,

there have the limitations of creating the visual vocabulary in the traditional BoVW

model, that is, it ignores the spatial information for images because of its orderless
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collection. Therefore, Lazebnik, Schmid, and Ponce (2006) proposed the approach

of spatial pyramid matching, treated as an alternative consideration of the orderless

images. This method can allow the BoVW model to contain the spatial information

during the process of generating visual vocabularies to improve the performance of

image processing.

2.2.3 Related work

Medical science

Due to the rapid development of modern medical facilities, increasingly numerous

medical images are captured and generated. For example, more than 640 million med-

ical images have been stored over 100 National Health Service Trusts in UK in 2008

(Khaliq, Blakeley, Maheshwaran, Hashemi, & Redman, 2010). However, there have

some special difficulties to classify images on the sizable medical database, such as im-

balance number of training images among different classes, intra-class variability, and

inter-class similarity. The research presented a BoVW-based approach to obtain high

classification accuracy on ImageCLEF 2007 medical database, and the methodolo-

gies are based on BoVW for feature extraction with SIFT descriptors and the kernel

of radial basis function of support vector machine classifier used in training phrase

(Zare, Seng, & Mueen, 2013). Also, magnetic resonance imaging (MRI) is a powerful,

non-invasive medical imaging technique widely used in neuroscience and brain disease

research (Fatahi, Speck, et al., 2015), and in recent years BoVW has used to analyze

MRI to complete the tasks of image classification. Daliri (2012) proposed the BoVW

model with the feature extraction of SIFT descriptors from different slides in MR im-

ages and used SVM to classify them. Furthermore, Rueda, Arevalo, Cruz, Romero,

and González (2012) proposed the model of BoVW model for brain MR images with

the features of gray pixel intensities, based on SVM. As can be seen, the BoVW pattern

will be further developed to the filed of medical science in the future.
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