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Abstract

With this diploma work whave attemptetb give continuity to the previous work done by
other researchers called, Voice Operating Inteltigg/heelchair — VOIC [1]. A development of
a wheelchair controlled by voice is presented is thork and is designed for physically disabled
people, who cannot control their movements. Thikwdescribes basic components of speech

recognition and wheelchair control system.

Going to the grain, a speech recognizer systeronspeised of two distinct blocks, a Feature
Extractor and a Recognizer. The present work igdted at the realization of an adequate
Feature Extractor block which uses a standard LP€p€irum coder, which translates the
incoming speech into a trajectory in the LPC Cepstrfeature space, followed by a Self
Organizing Map, which classifies the outcome of tweler in order to produce optimal
trajectory representations of words in reduced disien feature spaces. Experimental results
indicate that trajectories on such reduced dimenspaces can provide reliable representations

of spoken words. The Recognizer block is leftuturé researchers.

The main contributions of this work have been theearch and approach of a new
technology for development issues and the reatimatf applications like a voice recorder and

player and a complete Feature Extractor system.



RAZVOJ PREVODNIKA SIGNALA ZA
PREPOZNAVO GOVORA

Klju ¢ne besede: glasovno voden invalidski v@&&k, prepoznava govora, zaznava glasovne

aktivnosti nevronske mreze, ultrazvé&na senzorska mreza

UDK: 004.934:681.5(043.2)

Povzetek

S tem diplomskim delom sem poskusil nadaljevadi ideliskave z naslovom Voice Operating
Intelligent Wheelchair — VOIC [1]. V tem diplomskeiu je tudi predstavljen razvoj glasovno
vodenega invalidskega voka, narejenega za telesno prizadete ljudi, ki neejoonadzorovati
svojih gibov. To delo opisuje osnovne komponenworgega nadzora in sistema vodenja

invalidskega vozka.

Sistem govornega nadzora uravnavata dva ¢aali dela; prevodnik signala in
prepoznavalec. V tem diplomskem delu se osredotana prevodnost ustreznega prevodnika
signala na osnovi standardnega LPC Cepstrum kodédjgposreduje prihajajé govor v pot
LPC Cepstrum prostora, temu postopku pa sledi ‘semoorganizacijska karta” (Self
Organizing Map), ki razvrsti rezultat koderja zatiopalni prikaz besed na zmanjSanih
dimenzijah prostora. Poskusni rezultati kazejo, ldhko te poti na zmanjSanih dimenzijah
prostora zagotovijo zanesljiv prikaz izgovorjenitesbd. Prepoznavalec je lahko predmet

raziskovanja Studentov tudi v prihodnosti.

Glavni namen tega diplomskega dela sta bili raarski]m poskus uporabe nove tehnologije v
razvojne namene, kakor tudi uporaba aplikacij kimsaemalec in predvajalnik zvoka ter celoten

sistem prevodnika signala.
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GLOSARY OF SIMBOLS

Name Description

1A(2) LP synthesis filter

a LP coefficients § = 1.0)

Wip(N) LP analysis window

Hni(2 Input high-pass filter

s(n) Preprocessed/filtered speech signal
s(n) Windowed speech signal

r(k) Auto-correlation coefficients

Wiag(N) Correlation lag window

r' (k) Modified auto-correlation coefficients
ki Reflection coefficients

fs Sampling frequency

fo Bandwidth expansion

Table 1 — Glossary of symbols
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GLOSSARY OF ACRONYMS
Acronym Description
VOIC Voice Operated Intelligent Wheelchair
DSP Digital Signal Processor
LPC Linear Prediction Coding
LP Linear Prediction
SOM Self Organizing Maps
CE Compact Edition
SODIMM Small Outline Dual In-line Memory Module
CAN Control Area Network
GPIO General Purpose Input/Output
BSP Board Support Package
ITU International Telecommunication Union
ITU-T Telecommunication Standardization Sector
FE Feature Extractor
VAD Voice Activity Detection
DTX Discontinuous Transmission
CNG Comfort Noise Generator
RNN Recurrent Neural Network
VQ Vector Quantization
HMM Hidden Markov Model

Table 2 — Glossary of acronyms
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1 INTRODUCTION

1.1MOTIVATION

A prototype of a wheelchair controlled by voice vagseloped by previous researchers. The
wheelchair was designed for physically disabledppgonvho have problems with mobility and
are not able to use some mechanical devices ldteexample, a joystick. For that reason the

researchers worked in other way to control the \dhed: the voice.

The beginning of the project was in September 2008t to get an idea of how extensive the
work was, in the project were involved 11 studesftdlechatronics and Computer Science, of
which 5 were working in the first part and 6 in tbecond one. The project was successfully

completed in one year.

The first part consisted in a production of a sfieciontrol module for the management of
the wheelchair and the production of an adequattesyof an ultrasound sensor net to capture

data from the surroundings, such as location asi@dwce barriers.

The second part was oriented to identify the vaim@mands, building a speech recognition

system to control the wheelchair.

The main goal of the project was to recognize tber's speech in different environments
and consequently control the wheelchair. The speecbgnition task is natural and easy for
humans, but it is still a difficult job for compugeand no perfect solution has been found until

now.

In general terms, the basic principles of the wttesl operating using a recognized voice
commands and the ultrasound sensor net systenh@n sn the Figure 1.1 and described in the

following lines:
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Figure 1.1 — Principle operation of the wheelchair

. A wheelchair user utters a command.

. The speech recognition system processes the sp@gohl, analyzes, reduces the
coefficients dimensions and recognizes the sigraédtory. The result is a suitable

coded recognized command.

. The command is transferred to the part of the aysdesigned for its evaluation and

execution.

. Wheelchair surrounding dynamical obstacles aregoelserved all the time during its

operation by the ultrasound sensor net measurmditance to the obstacles.
. A special designed component measures distanbe tobistacle.

. A control system collects all necessary data arddde whether it is safe to execute

recognized the voice command.
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7. In the case that the recognized command implieshreat to the wheelchair user and

people surrounding it, the command is transmitbetthé wheelchair for execution.
8. The wheelchair receives the command and executes it

As seen in the earlier description, all the taskseacentralized in a control system and the
whole system was implemented specifically in a D&®d TMS320C6711DSK fronTexas
Instrumentsmanufacturer. For programming the DSP processerGbde Composer Studio
software was used and also the Visual Studio .NBU032for C language programming

environment.

Till this point, all was ok but the problem cameamtthe DSP Card was broken. At this point
the researchers thought of changing it for a new @&rd but they realized that it was already
obsolete technology. Hence, a decision was talegtace the DSP Card for a new device, which
was able to perform the same task and was equipjtedall necessary interfaces, like audio
input to capture the voice signal and then makesgiegech recognition task or CAN bus for the
ultrasound sensor system. In addition, this dewoelld have to be able to control different

systems, easy to use, small size to plug into tieelchair, economical...

Here is where our work began, so let's see whiale leeen our objectives and contributions

to the project.

1.2 OBJECTIVES AND CONTRIBUTION OF THIS WORK

As mentioned before, the aim of the work was tdaegp the broken DSP Card by a new
device which was able to control the whole systech\ahich had some other important features
like an audio input interface (microphone) to psxdhe user’'s voice signal, a CAN bus
interface to control the ultrasound sensors ndtad to be scalable, a new technology, easy to

use, small size, economical...

After an in-depth research we found Colibri XScal@®A320 computer module which
contains all these features together, which walytlwill be explained in next chapte. 1 Brief

description of Colibri modube
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Mainly the contribution of this work has been toapt the work which was already

developed to the new technology recently obtained.

At this point, we have to say that this was noteasy task, specifically trying to adapt the
developed code. As all the C code developed wagetizdl to the DSP Card, we had to start
almost from the beginning to adapt it to the newiake and new technology. In addition,
knowing that the previous work was made by 11 sitgland the present work has been done by
one person, we focus our objective on solving & giathe speech recognition system, and most

particularly, on realizing the Feature Extractidods.

In a speech recognition problem the FE block hasréaess the incoming information, the
speech signal, so that its output eases the wotheofecognition stage. The approach used in
this work to design the FE block divides it intootwonsecutive sub-blocks: the first is based on
speech coding techniques, and the second uses a ®OMurther optimization (data
dimensionality reduction). We will see the devel@minof this block in more detail in the

section2.2 Design of the Feature Extraction
Summarizing, the main contributions of this work #re following:

» The first one was to make a market research to dinechnology that would meet our

needs. We found it and also we prepared it fordmgaate development environment.

* Then, we built a complete audio Recorder and Play@s task was not strictly necessary
but the aim of this has been to learn, practiceiamptove the C ++ programming skills.
With this audio Recorder and Player we are ableetord the voice during some time,
with different sample rates, different resolutia@rsl finally we can save it in a .wav file
for next processing steps like the speech codmgddition we will be able to play and

listen to the recorded signals.

* Finally, we made the FE block for the speech rettmgnsystem, based on the ITU-T's
G.729 Recommendation. This Recommendation contheslescription of an algorithm
for the coding of speech signals using Linear Rtexti Coding. This Recommendation
also includes an electronic attachment containgigrence C code which we used as a

reference to build our own software getting sairgfyresults.
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1.3 ORGANIZATION OF THIS WORK

The hardware and software used for the implememtatf the work is detailed in first place.
Then, the implementation of the FE block is presénwhich is the major research of this work
and is presented following the conceptual divisteted in Figure 2.5. The work concludes by

commenting on the results and proposing futuresshapthe continuing of the project.

1.4RESOURCES

The resources used for this work, apart from olslipthe infinite amount of information
found in the internet to answer several questigmapers and articles..., were basically, the
Colibri computer module and computational resoutié@sa normal PC to generate the software
for it. We did the programming tasks in C++ langeiaging Microsoft embedded Visual C++

for developing environment. Also we used Matlaliesto contrast results.
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2 DEVELOPMENT

2.1 BRIEF DESCRIPTION OF COLIBRI MODULE

2.1.1 Hardware

The Swiss company Toradex AG is headquartered mvHh@arby the city of Lucerne, and
maintains local customer support offices in sevem@lintries throughout Europe and North
America. Toradex® is specialized in highly miniated embedded computers based on
Marvell® XScale® (Bulverde PXA270, Monahans PXA3xand X86 (Intel® Atom®)

Processors [9].

For our purposes we have used one of its prodegtgtly, the Colibri XScale® PXA320
which is a SODIMM sized computer module (See FigB. Its processor runs at up to 806
MHz and consumes about 800 mW. The module’s tagetshe low power systems that still

require high CPU performance.

It also offers all the interfaces needed in a medambedded device: beside the internal
Flash memory, there are plenty of interfaces alkaléor data storage: Compact Flash/ PCMCIA
and SD Card. The module provides glueless conngctiv passive and active LCDs with
resolutions of up to 1024x768, as well as 4-wirgisteve touch screens. An integrated 16 bit
stereo codec allows Colibri PXA320 to play and rdceound. Colibri PXA320 can directly
connect to a CMOS/CCD camera sensor. In additidib@C&®XA320 offers a 100 Mbit Ethernet

connection as well as an USB host and USB devicetionality.
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Figure 2.1 — Colibri PXA320

Module Specifications:

CPU
PXA320 806MHz

Memory
128MB DDR RAM (32Bit)
1GB NAND Flash (8Bit)

Interfaces

16Bit External BUS
Compact Flash/PCMCIA
LCD (SVGA)

Touch Screen

Audio I/O (16Bit Stereo)
CMOS image sensor
12C

SPI

2x SD Card

USB Host/Device
100MBit Ethernet

2x UART

IrDA

PWM

127 GPIOs

Software
Pre-installed
Windows CE 5.0/6.0

Size
67.6 X 36.7 X 5.2 mm

Temperature Range
0to +70°C
-45 to +85°C (IT version)
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In order to have a flexible development environmémtexplore the functionality and
performance of the Colibri modules the Colibri Exatlon Board is used (See Figure 2.2).

Besides the user interfaces it provides numerousnmumication channels as well as a
configurable jumper area to hook up the Colibri G®Ito the desired function. To facilitate
interfacing to the custom hardware the Colibri Badlon Board provides the buffered CPU bus
on a separate connector.
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Figure 2.2 — Colibri Evaluation Board

Module Specifications:

CPU Modules

Colibri PXA270
Colibri PXA300
Colibri PXA310
Colibri PXA320

Interfaces

10/100MBit Ethernet
USB Host/Device

USB Host

2x PS/2

Analogue VGA

Generic LCD Connector
TFT: Philips LB064V02-Al
Line-In, Line-Out, Mic-In
IrDA

2x RS232

CAN (Philips SJA1000)
SD Card

Compact Flash

Power Supply:
Required Input:
7-24VDC, 3-50W
On-board Converter:
3.3V, 5V max 5A

Size:
200 x 200 mm
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The received invoice from Toradex, for the ColiiScale® PXA320, plus the Colibri

Evaluation Carrier Board and plus the support hamesshown in the next Figure 2.3:

Paos Description Units Unit Price Price

1 | Colibri XScale PXA320IT 806MHz 1 €149.00 €149.00
(Embedded Computer Module, SODIMM form factor)
Scheduled Delivery 4 weeks after received payment

2 | Collbri Evaluation Carrler Board 1 €299.00 €299.00
for use with the entire Collbri Product Family
Scheduled Delivery 4 weeks after recelved payment

Lot

Support hours 1 €125.00 €125.00
valid during & months

TOTAL GOODS AND SERVICES €573.00

Figure 2.3 — Invoice from Toradex

2.1.2 Software

The module is shipped with a preinstalled WinCEih@ge with WinCE Core license. Other
OS like Embedded Linux are available from the tipedty.

Toradex provides a WIinCE 5.0 image and a WIinCE AIDWInCE images contain the
Toradex Board Support Package (BSP) which is orteeomost advanced BSPs available on the
market. Besides the standard Windows CE functignatiincludes a large number of additional
drivers as well as optimized versions of standaideds for the most common interfaces and is

easily customizable by registry settings to adapecific hardware.

The Microsoft® eMbedded Visual C++ 4.0 tool is ussddesktop development environment

for creating the applications and system componfentéd/indows® CE .NET powered devices.

In conclusion, all the software presented in thigrkvwas done using the Microsoft®
eMbedded Visual C++ 4.0 development tool and thedex BSP tool (Figure 2.4).
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Figure 2.4 — Microsoft® eMbedded Visual C++ 4.0 anilVindows® CE

2.2DESIGN OF THE FEATURE EXTRACTOR

As stated before, in a speech recognition problemRE block has to process the incoming
information, the speech signal, so that its ougages the work of the classification stage. The
approach used in this work designs the FE blockdwides it into two consecutive sub-blocks:
the first is based on speech coding techniques, thedsecond uses a SOM for further

optimization (data dimensionality reduction). Th&fedent blocks and sub-blocks are shown in

the next Figure 2.5:
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Figure 2.5 — FE schematic

2.2.1 Speech coding

2.2.1.1Speech sampling

The speech was recorded and sampled using a ed§ainexpensive dynamic microphone
and a Colibri’s audio input interface. The incomsignal was sampled at 8.000 Hz with 16 bits

of resolution.

It might be argued that a higher sampling frequelcymore sampling precision, is needed
in order to higher recognition accuracy. Howevéra inormal digital phone, which samples
speech at 8.000 Hz with a 16 bit resolution, i® dblpreserve most of the information carried by
the signal [6], it does not seem necessary to aseréhe sampling rate beyond 8.000 Hz or the

sampling precision to something higher than 16. Biteother reason behind these settings is that
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commercial speech recognizers typically use conmpargparameter values and achieve

impressive results.

2.2.1.2Pre-emphasis filter

After sampling the input signal is convenient tibefi it with a second order high-pass filter
with cut off frequency at 140 Hz. The filter servas a precaution against undesired low-

frequency components.
The resulting filter is given by:

_ 046363718 0.92724705 1+ 0463637182
1-1.905946'27 1 +0.911402:z72

Hr(2) 1)

2.2.1.3Word Isolation

Despite the fact that the sampled signal had pauest@geen the utterances, it was still needed
to determine the starting and ending points ofWloed utterances in order to know exactly the
signal that characterized each word. To accompiish we decided to use VAD (Voice Activity
Detection) technique used in speech processinggadsof using the rolling average and the
threshold, determined by the start and end of aaxtd, used in the previous works, with the aim

of achieving more accuracy and efficiency.

For that, we based our work in the Annex B from Ih&’'s Recommendation G.729 [5],

where a source code in C language about the VAdifigently developed.

VAD is a method which differentiates speech fromersie or noise signal to aid in speech
processing and the Annex B provides a high levstudetion of the Voice Activity Detection
(VAD), Discontinuous Transmission (DTX) and Comfdtbise Generator (CNG) algorithms.

These algorithms are used to reduce the transmisaie during silence periods of speech. They
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are designed and optimized to work in conjunctioth WTU-T V.70]. [ITU-T V.70] mandates
the use of speech coding methods. The algorithmasadapted to operate with both the full
version of G.729 and Annex B.

Let’s see a general description of the VAD algarth

The VAD algorithm makes a voice activity decisiovery 10 ms in accordance with the
frame size of the pre-processed (filtered) sigAadet of difference parameters is extracted and
used for an initial decision. The parameters aeeftii-band energy, the low-band energy, the
zero-crossing rate and a spectral measure. Thetéomngaverages of the parameters during non-
active voice segments follow the changing naturéhefbackground noise. A set of differential
parameters is obtained at each frame. These aiffeeedce measure between each parameter
and its respective long-term average. The initialce activity decision is obtained using a
piecewise linear decision boundary between eachgbadifferential parameters. A final voice
activity decision is obtained by smoothing theiatitiecision.

The output of the VAD module is either 1 or O, rating the presence or absence of voice
activity respectively. If the VAD output is 1, tli&729 speech codec is invoked to code/decode
the active voice frames. However, if the VAD outmD, the DTX/CNG algorithms described

herein are used to code/decode the non-active ¥@inees.

2.2.1.4Speech coding

After the signal was sampled, the spectrum watefied, and the utterances were isolated we
tried to codify it using the Linear Prediction Codi(LPC) method [3].

In a variety of applications, it is desirable tongwess a speech signal for efficient
transmission or storage. For example, to accommodadny speech signals in a given
bandwidth of a cellular phone system, each digitizpeech signal is compressed before
transmission. For medium or low bit-rate speechecedLPC method is most widely used.

Redundancy in a speech signal is removed by pa#isgngignal through a speech analysis filter.
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The output of the filter, termed the residual es@nal, has less redundancy than the original

speech signal and can be quantized by a smallebewai bits than the original speech.

The short-term analysis and synthesis filters @t on 10th order linear prediction (LP)

filters.

The LP synthesis filter is defined as:

1 1
~—= 2)
A) 1+ g & z"
i=1

whered;, i = 1,...,10, are the quantized Linear PredictioR)(toefficients. Short-term prediction

or linear prediction analysis is performed once ppeech frame using the autocorrelation
method with a 30 ms (240 samples) asymmetric windBwery 10 ms (80 samples), the
autocorrelation coefficients of windowed speech apemputed and converted to the LP
coefficients using the Levinson-Durbin algorithmheh the LP coefficients are transformed to
the LSP domain for quantization and interpolatianppses. The interpolated quantized and
unquantized filters are converted back to the LtBrfcoefficients (to construct the synthesis and

weighting filters for each subframe).

The LP analysis window consists of two parts:fitet part is half a Hamming window and

the second part is a quarter of a cosine functyafec The window is given by:

054 0.46co{2—mj n=0.,..199
w, (n) = 5% 3)
Ip - _
CO{MJ n=200 ... 239
159

There is a 5 ms look-ahead in the LP analysis whielns that 40 samples are needed from
the future speech frame. This translates into draeagorithmic delay of 5 ms at the encoder

stage. The LP analysis window applies to 120 sasrfpten past speech frames, 80 samples from
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the present speech frame, and 40 samples fronutbeefframe. The windowing procedure is

illustrated in Figure 2.4.

| N N N LP windows
2227 Z '
I I I N 777 7777/ NN\ I

G.729(07)_F05

Figure 2.6— Windowing procedure in LP analysis

The different shading patterns identify correspagdixcitation and LP analysis windows.

The windowed speech:

s(n)=wy(n)s(n) n=0....,239 (4)

is used to compute the autocorrelation coefficients

rGQz%?SOOS@—k)k:O“wlo (5)

To avoid arithmetic problems for low-level inputgsals the value of(0) has a lower
boundary ofr(0)=1.0. A 60 Hz bandwidth expansion is applieg multiplying the

autocorrelation coefficients with:

2
1( 2mfpk
Nag(k):exl{—z( f:j

k=1,...,10 (6)
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where fo = 60 Hz is the bandwidth expansion afié¢ 8000 Hz is the sampling frequency.
Furthermorer(0) is multiplied by a white-noise correction facio0001, which is equivalent to

adding a noise floor at —40 dB. The modified autmaation coefficients are given by:

r'(0)=1.0001r (0)

r'(k):\Mag(k)r(k) k=1,...,10 (7)

The modified autocorrelation coefficientgk) are used to obtain the LP filter coefficients,

a,i=1,..,10, by solving the set of equations:

10
S ar(i-k)=-r'(k) k=1,..10 8)
i=1

The set of equations in (8) is solved using arcigffit algorithm known as Levinson-Durbin

algorithm. This algorithm uses the following recars

EF =r(0)
fori =1to10
i =1
i1 .
K =—{ al™r(i - j)}/E["l]
i=0
a'i[i] =k
for j =1toi -1
o) =ald kel
end
Ell = (1-k?)El

enc

The final solution is given ag = aglo],j =0...10, withag = 1.0.

Finally, the LPC Cepstrum coefficients were obtdinsing:
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makc.a,,
am + Zk:ll% 1 ml:l [11 p]
C, =

Z:m—lkckam_k

k=1 m

, m>p

where a value of m =10 was used in the featamraetor, resulting in 10 LPC Cepstrum values

per frame. As a result of the LPC Cepstrum extoacfirocedure, each utterance was translated

into a sequence of points, each belonging to the ORpstrum feature space of dimension 10,

and each 10 ms apart. In other words, this proesthanslates an air pressure wave into a

discretized trajectory in the LPC Cepstrum feaspace.

2.2.1.5Summing up

The speech coding different stages are the follgwin

1.

2.

Sampling: the voice signal is sampled at 8.000 Heith 16 bits of resolution.
Pre-emphasis filter: the sampled signal is filtdogdh second order high-pass filter.
Word Isolation: the filtered signal is passed tlgiothe VAD block to isolate the word.

Blocking: the isolated word is divided into a seoee of data blocks of fixed length,

called frames and multiplied by Hamming window affree width.
LPC analysis: for each frame, 10 LPC coefficieméescalculated.

Cepstrum analysis: the 10 LPC coefficients are eded in 10 Cepstral coefficient ones,
which are the output from the speech coding subkblnd the input of next one: the

Dimensionality reduction.
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2.2.2 Dimensionality reduction using SOM

The Self Organizing Map (SOM) is a neural netwdrattacts like a transform which maps
an m-dimensional input vector into a discretizedimensional space while locally preserving
the topology of the input data [4]. The expressiogally preserving the topology” means that
for certain volume size in the input space, poihigt are close together in the input space
correspond to neurons that are close in the owjpate. This is the reason that explains why a
SOM is called a feature map: relevant featuresatected from the input space and presented
in the output space in an ordered manner. It isgdwpossible to reverse the mapping and restore
the original set of data to the original m-dimensibspace with a bounded error. The bound on
this error is determined by the architecture ofriework and the number of neurons. The SOM
considers the data set as a collection of indeperu@Ents and does not deal with the temporal
characteristics of the data. It is a very specaitform in the sense that it re-expresses the data

in a space with a different number of dimensiondeybreserving some part of the topology.

A typical Kohonen SOM architecture is shown beldvigQre 2.7). It consists of an input
layer connected to an output layer (two-dimensidfathonen layer) via a Kohonen Synapses.
Each neuron in a Kohonen Layer is associated withnigue set of co-ordinates in two-
dimensional space, and hence is referred to asiéidPoNeuron. The input layer with 'n' input
neurons is fed with n-dimensional input data oneohg. The output layer organizes itself to
represent the inputs.

0

u

T

= F.l

1 & : U

iy o T

E o 1

T 04&..., O J: O = Neuron

E == = Kohonen
R Synapse

Figure 2.7— A typical Kohonen SOM network
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During the training phase, a SOM builds a represent of training samples. The trained
network can be used to map any input vector ontedimensional space.

The objective of SOM training is to ensure thatfet#nt parts of the network respond
similarly to similar input vectors. So, the traigimainly involves analysing the behaviour of the
network for a training sample and adjusting theghts of synapses to ensure that the network

exhibits a similar behaviour for a similar input.
The training procedure involves the following steps

1. The neurons are arranged in an n-dimensionaléatiiach neuron stores a point in an m-

dimensional space.

2. A randomly chosen input vector is presented toS@. The neurons start to compete
until the one that stores the closest point toitipeit vector prevails. Once the dynamics
of the network converge, all the neurons but thevailing one will be inactive. The

output of the SOM is defined as the co-ordinatethefprevailing neuron in the lattice.

3. A neighbourhood function is centred on the premgilneuron of the lattice. The value of
this function is one at the position of the actheuron, and decreases with the distance

measured from the position of the winning neuron.

4. The points stored by all the neurons are moved ridsvéhe input vector in an amount
proportional to the neighbourhood function evaldatethe position of the lattice where

the neuron being modified stands.

5. Return to 2, and repeat steps 2, 3, and 4 untiatieeage error between the input vectors

and the winning neurons reduces to a small value.

After the SOM is trained, the co-ordinates of tleiva neuron in the lattice are used as its

outputs.

Once the utterance is translated into a trajedimeyword recognition problem becomes into

a trajectory recognition problem. In this approable dimensionality of the trajectories is



Development of the Feature Extractor for Speech Regjnition 21

reduced before feeding them into the Recognizerckbldn this manner, the trajectory

classification is highly simplified.

Even more, despite the fact that the utterancepraduced by a biological system; a system
that necessarily produces continuous outputs,rdifteutterances can represent the same word. It
is important to note that each of these alterndéterances is valid and none of them can be
regarded as a deviation from some ideal way to @atenthat word or as an incorrect output. In
other words, there is no one-to-one relationshigveen the set of possible utterances and the
class to which they belong: one utterance necégsauplies only one class, but a class does not
necessarily imply only one utterance. This aspeakes any analytical representation of the

problem more complex than it could be expected.

The most common approach is to use the obtaingrttoay to generate a sequence of labels,
normally by means of a Vector Quantization (VQ)esule [7]. This sequence is then used for
recognition. As an example, Carnegie Mellon’s SPKI$peech recognition system [8] fed the
output of the speech coding scheme into a VQ systhith translated the incoming data into a
sequence of phonemes. The SPHINX system then usedMM approach to process the

sequences of labels and recognize the words.

Using the fact that the SOM is a VQ scheme thasgmees some of the topology in the
original space, the basic idea behind the appreagbloyed in this work is to use the output of a
SOM trained with the output of the LPC Cepstrumchkldo obtain reduced state space
trajectories that preserve some of the behaviouheforiginal trajectory. The problem is now
reduced to find the correct number of neurons forstituting the SOM and their geometrical

arrangement.

The SPHINX speech recognition system quantizedtiijectories, which belonged to a
space of 12 dimensions, using a VQ scheme withv&sfors to generate a sequence of labels
[8]. The SPHINX system achieved high recognitionwsacy in a much more difficult problem
than the one being investigated in this work. hsisted of recognizing words from a 1000 word
vocabulary, under continuous speech conditions,ratite presence of multiple speakers. Based
on these results, since a SOM is a VQ scheme tlegegves some part of the topology of the

original space, a SOM with as many neurons as k&the SPHINX system had in its codebook
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set should be capable of an efficient quantizatibthe input space. In other words, it should be
capable of at least retaining the amount of infdromaneeded to achieve the recognition

accuracy reached by the SPHINX system.

Based on the ideas stated above, it was decidéad th@M with 256 neurons was enough to
reduce the dimensionality of the trajectories wikideping enough information to achieve high
recognition accuracy. The SOM was arranged in adinensional lattice. The co-ordinates of
the lattice were used as the co-ordinates of tleiced space trajectory. The fact that the
outcome is a two-dimensional trajectory which cangbaphically represented for visual display
was not particularly important for our decision abthe number of dimensions of the output

space.

It must be noted that a similar approach was useldihonen, but instead of reducing the
dimensionality of the trajectory, he used the SQ@MWyénerate a sequence of labels, which was
then used by a word classifier. Thus the presemibfisthe SOM for order reduction in trajectory
representations is a novel one and this applicatam find appropriate use in other problems

besides speech recognition where similar trajexsaarise [2].

2.2.2.10ptional Signal Scaling

The output of the SOM is defined by the co-ordisaikthe neuron that was activated by the

input. The output values may need to be scaled®défey are fed into the Recognizer.

2.2.2.2Summing up

As it was defined before, the Feature Extractoclhlorks as a transducer that translates the

information contained by an air pressure wave @nt@jectory in some feature space.

Figure 2.5 sums up the processing done by the BEkbIThe different steps follow one

another according to the following sequence:
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8.

9.

The incoming pressure wave is reduced to a digitglal through a sampling process.

The starting and the ending points of the utterambedded into the signal are obtained
using the VAD process.

The spectrum of the extracted utterance is enhabgedeans of a pre-emphasis filter

which boosts the high frequency components.

Several data blocks are extracted from the enhasigedl.

The extracted data blocks are windowed to redualealge effects.

LPC components are extracted from the filtered kdoc

LPC Cepstrum components are then extracted frorhRi@2vectors.

The dimensionality of the LPC Cepstrum vectorsetuced using a SOM.

The resulting vectors are scaled if the Recogneguires it.

Nothing can still be said about the overall effestiess of the FE block, since it depends on

the recognition accuracy of the overall systemaAsxample, if the complete system achieves

low recognition percentages, that can be causethéyE block or the Recognizer, but, if it

achieves higher percentages that means that tH#d€eE was at least able to produce data that

allowed these recognition accuracies. In other wond order to know the usefulness of the FE

block, the Recognizer outputs must be obtained firs
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2.3 SOFTWARE DEVELOPMENT

2.3.1 Audio Recorder and Player

As we have mentioned before, we built a completBcaRecorder and Player. This task was
not strictly necessary but the aim of this has beetearn, practice and improve the C ++

programming skills. The graphic interface of thegram is shown in the following Figure 2.8:
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=] Printer () 16 bits '
@ fbest :
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| 2 B 12:02 AW @]_@]

Figure 2.8 — audioce Recorder & Player
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As we can see in the Figure 2.8, with this softwaesare able to record the voice during
some time, with different sample rates, differeggalutions and finally we can save it in a .wav
file for next processing steps like the speech mpdin addition, we will be able to play and
listen to the recorded signals. Along with the dueatation (Annex 2) is included an electronic
attachment containing the source code in C++ usdaliid the software and which is coming

with all the necessary explanations.

As we can see in the next Figure 2.9 we can sediffeeence between the different ways of
sampling. In general, the memory occupied by thenddile is proportional to the number of
samples per second and the resolution of each safmi the first case the speech is sampled at
8.0 KHz and with 8 bits of resolution (1 byte/saa)pkhis means that the memory occupied for
the sound file will be 8.000 (samples/sec) x 5)sed0.000 (samples) = 40.000 (samples) x 1
(byte/sample) = 40 Kbytes.

For the second case the speech is sampled at 4dzlakd with 16 bits of resolution (2
bytes/sample), the memory occupied for the souedafill be 44.100 (samples/sec) x 5 (sec) =
220.500 (samples) = 220.500 (samples) x 2 (bytepks = 440.1 Kbytes.
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Figure 2.9 — Different samplings of the same speesignal

It might be argued that the higher the samplingidency and the higher the sampling
precision, the better the recognition accuracy. elaw, if a normal digital phone, which samples
speech at 8.000 Hz with a 16 bit precision, is éblpreserve most of the information carried by
the signal [6], it does not seem necessary to aseréhe sampling rate beyond 8.000 Hz or the
sampling precision to something higher than 16 Biteother reason behind these settings is that
commercial speech recognizers typically use conmpargparameter values and achieve
impressive results. So for the speech coder waldddb use 8.000 Hz of sample rate and 16 bits

of resolution as configuration to record the voice.
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2.3.2 Feature Extractor

After built the audioce Recorder and Player we ddsteme new functions to the program as
the part which represents the FE block. For tha,based our work on the ITU-T's G.729
Recommendation. This Recommendation contains therigon of an algorithm for the coding
of speech signals using Linear Prediction Coding) ianwhich more processes like the filtering
of the sampled signal, the division into blocks #mel windowing of filtered signal and the word
isolation are implicit. The graphic interface oftprogram is shown in the following Figure
2.10.
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Figure 2.10 — audioce Recorder & Player & VAD Deteor & Speech Coder
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With this software we are able to record and plaige signals and save them in .wav files.
In addition, we will be able to detect and isoltite voice command from the sound file, create a
new file with it and finally codify to reduce itsrdensionality. Along with the documentation
(Annex 2) is included an electronic attachment ammg the source code in C++ used to build

the software and which is coming with all the neegg explanations.

When we press the button “VAD Detector...” we h&veselect a sound file which contains

the recorded voice. Then the sampled signal wilhgough all these steps:

(Sampling: the voice signal is sampled at 8.000t2with 16 bits of precision and saved

in a new file called “left.wav”.)

1. Pre-emphasis filter: the sampled signal is filtebgda second order high-pass filter and

saved in a new file called “filtered.wav”.

2. Word Isolation: the filtered signal is passed tlgiouhe VAD block to isolate the word

and saved in a file called “vad.wav”.

We can represent the results of the different staf¢he signal using Matlab and the earlier

created sound files (Figure 2.11).
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As we can see, the first graphic shows the origsigiial (Command “right”), sampled at 8.0

KHz, with 16 bits of resolution and in mono or lachel. We can realize that the signal has a

DC offset and also that the end of the recordia@g bit noisy. The second graphic shows the

filtered sampled signal and finally the third grapkhows the isolated word, after the VAD

process.

At this point we have to explain that the resulbwh for the VAD process was obtained

using an algorithnmyVAD.m[10] obtaining pretty good results. The problentvthe algorithm

developed for Colibri module is that it does nopidvthe silence and the non-speech parts from

the voice very well as themyVAD.malgorithm does, as is shown in the next Figur@.2.1
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Figure 2.12 — Different ways of VAD process

In the above Figure 2.12, the second graphic shbe/secorded signal after VAD process

using the algorithm developed for Colibri moduleerel we can see that even though the sound

file is reduced in some silent parts of the sigaa avoided; these process is not doing the

correct work as the third graphic does. We triefirtd the solution to this but finally we did not,

so this part need to be improved and is left fourkei researchers as we explain in the se@ian

Directions for future research

To continue our research we decided to use thecfdated trough Matlab andyVAD.m

algorithm called “vad2.wav”. Once we get the isethtvord (“vad2.wav”) we can start codifying

the speech clicking in “Speech Coder...” buttone Hext steps are the ones which the isolated

word signal will follow:
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1. Blocking: the isolated word is divided into a seqgee of data blocks of fixed length,

called frames and multiplied by Hamming window afree width.

2. LPC analysis: for each frame, 10 LPC coefficieméscalculated.

3. Cepstrum analysis: the 10 LPC coefficients are eded in 10 Cepstral coefficient ones

(Figure 2.13).
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Once we get the 10 Cepstral coefficients for eaamé if we click in “SOM...” button and
select the file with the Cepstral coefficients (€oeff.txt”), we will fed the input layer of the
Kohonen SOM, with this input data one by one. Th#oot layer will organize itself to represent

the inputs in two-dimensional space.
The training procedure involves the following steps

1. The neurons are arranged in an n-dimensionaléatiach neuron stores a point in an m-

dimensional space.

2. An input vector is presented to the SOM. The nesisiart to compete until the one that
stores the closest point to the input vector ptev&nce the dynamics of the network
converge, all the neurons but the prevailing onélwei inactive. The output of the SOM

is defined as the co-ordinates of the prevailingroe in the lattice.

3. A neighbourhood function is centred on the premgilneuron of the lattice. The value of
this function is one at the position of the actheuron, and decreases with the distance

measured from the position of the winning neuron.

4. The points stored by all the neurons are moved rdsvéhe input vector in an amount
proportional to the neighbourhood function evaldatethe position of the lattice where

the neuron being modified stands.

5. Return to 2, and repeat steps 2, 3, and 4 untiatieeage error between the input vectors

and the winning neurons reduces to a small value.

After the SOM is trained, the co-ordinates of tleiv@ neuron in the lattice are used as its

outputs.

Along with the documentation (Annex 2) is includad electronic attachment containing the
source code in C++ used to build the software ahithwis coming with all the necessary
explanations. In this case part of the code for SRAd been developed but still needs to be
improved and finished, so this part is left foruite researchers as we explain in the se@ia@n

Directions for future research



Development of the Feature Extractor for Speech Regjnition 33

3 CONCLUSIONS

3.1 SUMMARY OF RESULTS

As we have mentioned in the sectib@ Contributions of this worthe main contributions of
this work are the following:

* The first one was to make a market research to dinechnology that would meet our
needs. We found it and we also prepared it for degaate development environment.
We can see the Colibri PXA320 computer module &eddolibri Evaluation Board used

for this work in the next figures:

Figure 3.1 — Colibri PXA320 Figure 3.2 — Colibri Evaluation Board

» Then, we build a complete audio Recorder and Playais task was not strictly
necessary but the aim of this has been to learactipe and improve the C ++
programming skills. With this audio recorder we abde to record the voice during some
time, with different sample rates, different resgimins and finally we can save it in a .wav
file for next processing steps like the speechrpdin addition we will be able to play
and listen to the recorded signals.

* Finally, we made the FE block for the speech rettmgnsystem, based on the ITU-T's
G.729 Recommendation. This Recommendation contheslescription of an algorithm
for the coding of speech signals using Linear Rtexh Coding. This Recommendation
also includes an electronic attachment containgigrence C code which we used as a

reference to build our own software.
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The approach done in this diploma work seems tgdwel enough to prove that translating
speech into trajectories in a feature space wakseitognition purposes. The human speech is
an inherently dynamical process that can be prpgss$cribed as a trajectory in a certain feature
space. Even more, the dimensionality reduction reehproved to reduce the dimensionality
while preserving some of the original topology dfettrajectories; it preserved enough

information to allow good recognition accuracy.

3.2DIRECTIONS FOR FUTURE RESEARCH

Concerning future work, besides revising and imprgvthe FE block the scope of the

project should be to develop the Recognizer bloxkfanally join the whole system.

Starting from the FE block the VAD block must bepnoved. Summarizing, we decided to
use VAD (Voice Activity Detection) technique useddpeech processing, instead of using the
rolling average and the threshold, determined l®ystart and end of each word, used in the
previous works, with the aim of achieving more aacy and efficiency, but there are still some

aspects in which work.

With respect to the dimensionality reduction, tloeirse code has been developed but still
needs to be improved and finished to get resuitether hand, it must take into account that as
the vocabulary size grows, the reduced featureespalt start to crowd with trajectories. It is
important to study how this crowding effect affettte recognition accuracy when reduced space
trajectories are used.

So far, all the approaches that are used in speedgnition require a significant amount of
examples for each class. In a thousand-of-wordaludery problem this would require that the
user of the system uttered hundreds of thousandgarfiples in order to train the system. New
approaches must be developed such that the infamatquired by one module can be used to
train other modules i.e. that use previously ledrimformation to deduce the trajectories that

correspond to non-uttered words.

Finally, the scope would be to join the two partsh® whole project. The first part is the

control module for the management of the wheelcdwadr the system of an ultrasound sensor net
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to capture data from the surroundings, such agitwcand distance barriers and the second one
is speech recognition system to control the wheglclAlso the scope would be to convert the
whole system in a real time system, instead toigoatbeing a simulation as has been until

nowadays.
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