-

P
brought to you by i CORE

View metadata, citation and similar papers at core.ac.uk

provided by UPCommons

State-of-the-Art Climate Predictions for
Energy Climate Services

Verénica Torralbj Melanie DaviSand Francisco Doblas-Reyé$ Nube Gonzéalez-Reviriego
(1) Institut Catala de Ciéncies del Clima (IC3), BarceloBgain
(2) Institucié Catalana de Recerca i Estudis Avanca®REEA), Barcelona, Spain
(3) Barcelona Supercomputing Center (BSC), BarcelonainSpa
veronica.torralba@ic3.cat

Abstract- Seasonal predictions of 10-m wind speed can be bged speed data from ERA-Interim have been also useefaence

the wind energy sector in a number of decision ntpkirocesses.
Two different techniques of post-processing are iadph order to
correct the unavoidable systematic errors presentall forecast
systems. Besides an assessment of the impactsefdbeections on
the quality of the probabilistic forecast systerprisvided.
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A. INTRODUCTION

The need of accurate forecasts becomes increasingly

important in the wind energy sector due to therimtdent
nature of wind power generation, and the need tactma
supply with demand at all times [1].

Climate predictions of time scales from a montliégzades
in the future, and that are tailored to the winérgy sector
represent the cutting edge in climate sciencesrgchst wind
power generation. The seasonal prediction addresdesg
list of challenges to produce climate informatibattresponds
to the expectations of the users [2]. At these tisoales,
current energy practices use a deterministic agbrbased on
retrospective climatology, but seasonal predictionave
recently been shown to provide additional value.

In particular probabilistic climate predictionsrdar surface
winds can allow end users to take calculated, premzary
action with a potential cost savings to their ofiere.
Electricity system operators can use these predistio adapt
energy supply availability from wind farms, andoall the
electric network to conveniently adapt demand awburces

3].

For this reason our main goal is to inform useiih greater
accuracy than their current approach, what willtle most
likely range of wind speed of the upcoming yearsisTstudy
analyses the ECMWF S4 seasonal forecast systerwifat
speed to assess the quality of these predictiors it
properties.

B. DATA AND METHODS

The forecasts of 10-m wind speed from the ECMWF S4

model on winter (December, January and Februaryh @i

dataset.
Canada. 10-m Wind Speed for
ECMWF S4 1 month lead with start dates once a year on first of
November and ERA-Interim in December from 1981 to 2013.
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Calibration in cross-validation
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Figure 1. Time series of 10-m wind speed i: a) Rata, b) Simple Bias
corrected and c) Calibrated, in the period 1981320 he ensemble members
of the hindcasts are represented as small greyadiotshe ensemble mean is
represented with a large grey dot for each staet ddne grey horizontal line
shows the mean of the hindcast in whole period.tlaek dots represent the
10-m wind speed values of ERA-Interim. The blackizamtal line shows the
mean of the reference in whole period. The blueradchorizontal lines show
the lower and upper terciles, respectively. Therrde members of the
forecast year are represented as small red dottharehsemble mean is
represented with a large red dot. The percentaglsates the number of

members in each category, which are limited byt¢hales.

start date of the SLof November are used, because in this

season the wind speed variability is higher. Theml@ind
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As with every variable predicted in a coupled model C. ResuLTs

forecast system, the prediction of wind speed fscéfd by
biasesFor probabilistic forecasts, this defect considtsheir
lack of sufficient (probabilistic) reliability: thegenerally are
under-dispersive [4]. To overcome this, two different
techniques for the post-processing of ensemblecéste are
considered: a simple bias correction and a caldrahethod.
Both methods use the “one-year out” cross-validatexdie,
and they provide corrected forecasts with improstistical
properties.

10m Wind Speed for ECMWF S4 1 month lead with start dates once a year on first of
November and ERA-Interim in DJF from 1981 to 2012 in Canada.
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Figure 2. Rank histograms of 10-m wind speeds &stsca) Raw data, b)
Simple Bias corrected and c) Calibrated, in théopet981-2012. The x-axis
represents the rank and the y-axis the cumulatielegbilities, which shows if
the deviations from the reliable behaviour are esysttic or random. The
intervals on the right of the plot indicate cen®@| 95 and 99 % simultaneous

confidence intervals
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The impact of these bias corrections on the qualftyhe
ECMWEF S4 predictions of near surface wind speedndur
winter is explored. To offer a comprehensive pietarf the
post-processing effect on the forecast qualityhef $ystem, it
is necessary to use different scoring measuregibhssores
(Figure 1) or rank histograms (Figure 2). As ilhaséd, a key
region for the wind energy sector in Canada hasnbee
analysed.

Figure 1 shows that the skill scores decrease vplest
processing techniques are applied. All operatiom$opmed
on a forecast will increase its uncertainty. Everrecting the
bias in the mean implies estimating the mean frdra t
hindcasts, which is an estimate with its own uraiety and is
thus propagated into the forecasts

The rank histograms show if the ensemble membetghan
verifying observation come from the same probapbilit
distribution, in which case the forecasts are statlly
consistent and the rank histogram should be flairsform.
These histograms display the cumulative frequencthe y-
axis, which provides quantitative information asvibether
the deviations from reliable behavior are systecnatimerely
random. For the raw data (Figure 2a) a bias seemiset
present as the rank histogram shows overpopulaiagr|
ranks. The bias corrected and the calibrated rastodrams
(Figures 2b and 2c, respectively) are more homamesig
populated, therefore the reliability of the ensesnishproves
when post-processing is applied

D. CONCLUSIONS

This study reveals that the different techniquesdorect
climate predictions produce a statistically comsisensemble.
However, the operations performed decrease th#iy wkich
would correspond to an increase in the uncertaifitgrefore,
even though the bias correction is fundamental dlanate
services, this comes at a price in terms of fortegaality.
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