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Abstract. Rapid releases and continuous software development are established 
practices in modern agile projects. The advantages of them are widely known 
across the software development community, but there are some studies which 
mention that there are still challenges to face. According to them, there are 
different open issues which are affecting the implementation of an adequate 
testing process. With the aim of validating if these problems are present in real 
projects, in this paper we present the results of a survey whose goal was to 
validate whether the industry is experiencing similar issues and their causes. 
The findings demonstrate that both the industry and academic side are aligned, 
and that there is still a need for processes and tools regarding the testing process 
in continuous development.  

Keywords: Continuous testing, continuous software development, continuous 
delivery, continuous deployment, survey. 

1   Introduction 

Currently, there are many companies which develop software that are moving from 
traditional release cycles to rapid releases. Practitioners of continuous deployment 
(CDP) or continuous delivery (CD) concepts, claim that deploying software to 
production continuously offers various benefits to companies and their end users [1–
4]. However, according to some authors, there are still some challenges to face [5–11, 
12, 13]. One of these claims is the relation between rapid release models and software 
quality [14]. Examples of software quality issues are: not enough time for testing [15], 
slow bug fixing [16], small scope for the testing stage [17]. 

With the goal of identifying any type of problems related to software quality in 
continuous development environments, several studies have been carried out by many 
authors. It has been found that the most reported issues are: time-consuming testing; 
flaky tests; ambiguous test results; GUI automated testing; dynamic Web UI 
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automated testing; data testing; big data testing; mobile automated testing, non-
functional automated testing; automated testing of applications composed by cloud 
services; testing as a service; and webservices automated testing [11, 18, 19]. 

Also, in [18] it has been analyzed the relationship between these problems. It has 
been found that the root problems are time-consuming testing, flaky tests and lack of 
frameworks for testing certain type of applications. Fig 1 shows this relationship. 

 
 

 
Fig. 1. Relationship between CD testing problems [18]. 

As it was aforementioned, the findings of the studies show that the more important 
testing-related issues in rapid releases are time-consuming testing, flaky tests and lack 
of frameworks. However, those results were taken only from academic sources which 
are not directly related to the industry. Thus, this research aims to validate whether 
the industry is facing the same problems, they have never experienced them, or they 
have already got rid of them. 

Apart from this introductory section, in Section 2 it is described the survey and its 
components. The findings of the survey are presented in Section 3, which are 
discussed later in Section 4. Finally, conclusions and future work are highlighted in 
Section 5.  

2   The survey 

This research employed a survey as the main data gathering method, following 
Kitchenham’s principles of survey research [20–25]. In this section, it is described the 
procedure followed to design and conduct the study. 
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2.1   Research goals 

The first step was setting the goals which were derived from previous studies. In the 
context of rapid releases at the industry, the goals of this research are: 
 

 Validate if the industry is having the same testing problems reported by the 
academic sources. 

 Detect new challenges and open issues at implementing the testing process. 

2.2   Survey design and development 

The survey is a cross sectional survey [26], because it is necessary to get a snapshot 
about the testing process in the present. The survey instrument was the questionnaire, 
and after the design of it, a pilot process was performed in order to test the validity 
and readability of the questions. As part of it, project managers and team mates 
supplied feedback for improving the survey. Based on that feedback, and after making 
the modifications to the survey, the process was repeated with other project managers. 

The target population was companies that have projects and teams which work 
with rapid releases. However, as it is impossible to send a questionnaire to all of the 
continuous software development projects around the world, based on similar surveys 
that have a sample size in a range between 100 and 250 respondents [27–32], the 
sample size for this research was 255 projects. The method for sharing the 
questionnaire was the use of social networks. It was provided a briefly introduction 
where respondents were able to see the goals of the study, the value of their 
participation and how they were going to be benefited from it. According to 
Kitchenham [23], respondents will be more motivated to supply complete and precise 
responses if they can see that the results are likely to be useful to them. 

There were four sections in the survey, where the first section was the introductory 
part with the purpose of the study, concepts and clarifications. The second section was 
on metadata (project information) such as type of software being developed, the 
number of members in the team, their roles and timebox duration. The third section 
was on the use of continuous development practices, which results will be used for 
other studies. The fourth section was on problems, challenges and solutions in the 
testing process using open questions. The reason for open questions is because they 
allow respondents to describe all the problems they have and the solutions or 
workarounds they implemented. The survey can be found in the following link: 
https://forms.gle/8ULNMgVxzone3WvE6. 

3   Results 

In this section, the findings of the survey are presented. During a period of four 
months, a total of 287 responses were obtained. However, after rejecting results with 
incomplete questionnaires and with answers that were not consistent each other, a 
total of 255 projects was gotten. 
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The projects were grouped based on the size of the team and the type of application 
being developed (see Fig. 2). It is very important to highlight that most of the teams 
are working in more than one platform. For the team size, it was used a classification 
proposed by Yang et al. [33], based on O’Connor and Yang metrics [34], as follows: 

 

 Small team: < 16 members. 
 Medium team: 16 – 45 members. 
 Large team: > 45 members. 

 
 

 
Fig. 2. Number of projects grouped by team size and platform being developed. 

3.1   Testing Problems at the industry 

As it was described in Section 1, the literature reports that there are some problems 
related to the testing in continuous development environments. The purpose of this 
survey was to validate whether the industry is facing the same issues or not. The 
results obtained from the survey can be seen in Table 1 and Fig. 3. 

As it can be seen in Table 1, most of the outlined problems match with the ones 
reported by the literature. There were also new problems detected: 
 

1. Lack of procedures, patterns and good practices for automated testing in 
continuous development. 

2. Unstable environments. 
 

Flaky test was the problem with greater occurrence (224 times). According to the 
companies, there are several reasons for having flaky tests such as missing or 
incorrect test data, GUI components that cannot be found, timeouts due to network 
issues or unstable environments, dynamic GUI elements which take long to load and 
inconsistence test code. Regarding GUI automated testing, the most reported issue 
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was maintaining the test code at changes on the UI element’s locators. Furthermore, 
GUI automated tests are tests that take much longer time to run that any other test. 
This issue was reported by 179 companies. In the same way, running automated 
scripts on a page which has dynamic components is a challenge for 47 projects, 
because they have mentioned that tests fail when those elements are not shown yet. 
Time-consuming testing affects also mobile (17) and web service testing (58). 

Table 1.  Testing problems found by the survey. 

Problem N° of projects 
Flaky tests 224 
Time-consuming testing 179 
GUI automated testing 124 
Lack of procedures, patterns and good practices for 
automated testing in rapid releases environments 

112 

Ambiguous test results 65 
Web service testing 58 
Dynamic Web UI automated testing 47 
Unstable environments 36 
Data testing 26 
Non-functional automated testing 23 
Big Data testing 18 
Mobile testing 17 
Automated testing of applications composed by cloud 
services 

2 

 
A group of 26 people have reported that testing data attributes automatically is also 

a challenge. Similarly, there are some projects implementing big data tools and 
frameworks and most of them have stated that there is a lack of information, 
documentation or guides on the web about big data testing. These projects mentioned 
the need for verification mechanisms at ETL stages and data analysis. Other 
companies have outlined issues with automated testing in mobile applications, where 
they highlight the lack of robust frameworks, processes and models, especially for 
running the tests continuously. The same problems are faced by teams which work on 
web services or that develop applications with cloud services. 

For testing non-functional requirements, 17 projects were not able to integrate 
performance test scripts on a CI pipeline. Another 6 teams reported issues with lack of 
documentation and tools about security testing on CI, CDP or CD. Also, according to 
65 people, understanding the reports is an issue because lack of details about failures. 

Finally, 112 projects stated in different ways that there is a need for procedures, 
patterns and good practices for automated testing in rapid releases environments. For 
example, some teams mentioned that there is lack of good practices for getting a good 
coverage of automated tests for different layers in the application. Other projects have 
stated that there is a lack of standards about test data management strategies and test 
automation framework architecting. Some respondents mentioned that while there are 
thousands of tutorials, trainings, blogs and courses about traditional test automation, 
there is lack of them about continuous test automation (continuous testing). 
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Fig. 3. Reported problems. 

4   Discussion 

In the last section the results found in the survey have been presented. From there, 
a deeper analysis can be performed, and different conclusions can be taken. In this 
section, the findings of the survey will be analyzed by discussing the reported testing 
problems. 

The most reported problems were flaky automated tests, tests that take long to run, 
automated tests for GUI applications and lack of frameworks, tools, procedures and 
documentation for automated testing in rapid releases. The metadata obtained from 
the second part of the survey will be used to analyze each testing problem. Thus, the 
analysis is used later for determining whether a problem reported by the literature is 
also valid for the industry or not. 

Table 2 presents the number of testing problems by the type of platform being 
developed using the following annotation: 

 

 P1: Flaky tests 
 P2: Time-consuming testing 
 P3: GUI automated testing 
 P4: Lack of procedures, patterns and good practices for automated testing in 

rapid releases environments 
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 P5: Ambiguous test results 
 P6: Web service testing 
 P7: Dynamic Web UI automated testing 
 P8: Unstable environments 
 P9: Data testing 
 P10: Non-functional automated testing 
 P11: Big Data testing 
 P12: Mobile testing 
 P13: Automated testing of applications composed by cloud services 

Table 2.  Number of testing problems by type of platform being developed. 

Platform P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 
Web frontend 134 126 92 46 34 0 47 18 12 12 0 0 1 
Desktop 17 19 17 16 7 0 0 4 2 2 0 0 0 
Mobile 19 29 14 12 5 0 0 6 1 2 0 17 0 
Big Data 1 1 0 15 0 0 0 1 1 1 18 0 0 
Web Services 48 3 0 20 19 58 0 7 8 4 0 0 0 
Other 5 1 1 3 0 0 0 0 2 2 0 0 1 
Total 224 179 124 112 65 58 47 36 26 23 18 17 2 
 
Flaky tests (P1), time-consuming testing (P2) and lack of frameworks (P4) were 

reported in all the different type of projects.  Data testing (P9) and non-functional 
automated testing (P10) were also outlined by all of them, but they just represent a 
low percentage of the total: P9 is 10% (26 over 255) and P10 is 9% (23 over 255), 
where 255 is the total of projects. Using the same formula, P1 is 87%, P2 is 70% and 
P4 is 43%. 

GUI automated testing (P3) was reported by all the teams except the ones that 
work on big data and web service-only applications. Thus, the total of projects that 
will be considered are 198 (as the sum of all the platforms except big data and web 
service projects). After applying the mentioned formula, P3 is 62% (124 over 198). 

Using the same criteria: web service testing (P6) is 34% (58 over 171), dynamic 
Web UI automated testing (P7) is 34% (47 over 138), big data testing (P11) is 78% 
(18 over 23), mobile testing (P12) is 45% (17 over 37), and automated testing of 
applications composed by cloud services is 1% (2 over 147). 

As regards of unstable environments (P8) and ambiguous test results (P5), not all 
the teams have reported this problem. However, on the one hand, a report is an 
artifact of any type of test execution (no matter the platform). On the other hand, any 
type of test runs on a test environment which may be unstable or not. Thus, those 
problems are not tied to a certain type of technology. Therefore, P5 is 25% (65 over 
255) and P8 is 14% (36 over 255). 

Finally, Table 3 shows the severity of each problem reported by the literature at the 
industry, using the following criteria: 0% is not an issue; 0,1% to 19,9% is a very low 
severity issue; 20% to 39,9% is a low severity issue; 40% to 59,9% is a medium 
severity issue; 60% to 79,9% is a high severity issue; and finally 80% to 100% is a 
critical issue. 
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Table 3.  Relationship between the testing problems in the literature and the industry. 

Problem Reported by 
the literature 

Severity at the 
industry 

Flaky tests Yes Critical (87%) 
Time-consuming testing Yes High (70%) 
GUI automated testing Yes High (62%) 
Lack of procedures, patterns and good practices for 
automated testing in rapid releases environments 

No Medium (43%) 

Ambiguous test results Yes Low (25%) 
Web service testing Yes Low (34%) 
Dynamic Web UI automated testing Yes Low (34%) 
Testing as a service (TaaS) Yes Not an issue (0%) 
Unstable environments No Very Low (14%) 
Data testing Yes Very Low (10%) 
Non-functional automated testing Yes Very Low (9%) 
Big Data testing Yes High (78%) 
Mobile testing Yes Medium (45%) 
Automated testing of applications composed by cloud 
services 

Yes Very Low (1%) 

5   Conclusions and future works 

In this paper it has been presented the findings of a survey whose main goal was to 
validate whether the industry is experiencing the same testing problems that academic 
sources have reported. 

Most of the literature’s testing problems match with the ones reported by the 
organizations which have participated. The only issue that was not reported by these 
companies was Testing as a Service (TaaS). On the other hand, two new issues have 
been outlined by the respondents: unstable environments, and lack of frameworks 
such as procedures, good practices, models, and patterns for continuous automated 
testing in rapid releases. 

The results also have demonstrated that most of the issues that can be found in the 
literature are present in the industry too. The most critical problem found at the 
industry is having flaky tests. Also, time-consuming testing, GUI automated testing 
and big data testing are high severity issues. 

The findings of this survey might contribute to new research lines on software 
quality. It is therefore that in future works deeper research will be carrying on, 
focusing on the most critical testing problems in rapid releases. 
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