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Abstract

Compton scattering of quasi-real virtual photons, γ e± → γ e±, is studied with 0.6 fb−1 of data collected by the L3 detector
at the LEP e+e− collider at centre-of-mass energies

√
s = 189–209 GeV. About 4500 events produced by the interaction of

virtual photons emitted by e± of one beam with e∓ of the opposite beam are collected for effective centre-of-mass energies of
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the photon–electron and photon–positron systems in the range from
√

s0 = 35 GeV up to
√

s0 = 175 GeV, the highest energy
at which Compton scattering was ever probed. The cross sections of the γ e± → γ e± process as a function of

√
s0 and of the

rest-frame scattering angle are measured, combined with previous L3 measurements down to
√

s0 ' 20 GeV, and found to agree
with the QED expectations.
 2005 Published by Elsevier B.V.
1. Introduction

The CERN LEP e+e− collider allowed high-energy
tests of high-order QED through the detection of
events with multiple hard-photon production [1] and
the study of lepton pairs produced by two-photon in-
teractions [2].

A unique test of QED at e+e− colliders is the study
of Compton scattering, γ e± → γ e±. In this process,
quasi-real virtual photons7 emitted by one of the in-
coming beams interact with the electrons8 of the other
beam. This process, e+e− → e+e−γ , is sketched in
Fig. 1. The electron which radiates the quasi-real pho-
ton is scattered at a very small angle and escapes de-
tection along the beam pipe. The signature of such a
process is a photon and an electron in the detector,
with a large amount of missing momentum directed
along the beam line. The γ e± → γ e± process is char-
acterised by the effective centre-of-mass energy of the
photon–electron collision,

√
s0, and by the scattering

angle of the electron in the photon–electron centre-of-
mass system, θ∗, shown in Fig. 1. At the lowest order,

1 Also supported by CONICET and Universidad Nacional de La
Plata, CC 67, 1900 La Plata, Argentina.

2 Also supported by the Hungarian OTKA fund under contract
number T026178.

3 Supported by the German Bundesministerium für Bildung,
Wissenschaft, Forschung und Technologie.

4 Supported by the National Natural Science Foundation of
China.

5 Supported by the Hungarian OTKA fund under contract num-
bers T019181, F023259 and T037350.

6 Supported also by the Comisión Interministerial de Ciencia y
Tecnología.

7 A “quasi-real” virtual photon is one whose virtuality, Q2 =
−m2

γ , is much smaller than all relevant scales of the process and is
therefore kinematically equivalent to a real photon with Q2 = 0.

8 In this Letter, the term “electron” is in general used to refer to
both electrons and positrons, unless specified otherwise.
Fig. 1. Schematic view of quasi-real Compton scattering in e+e−
collisions in the laboratory system, higher plots, and in the γ e±
centre-of-mass frame, lowest plot.

the differential cross section as a function of cos θ∗ is
[3]:

(1)
dσ

d cos θ∗ = α2π

s0

µ
1 + cos θ∗

2
+ 2

1 + cos θ∗

¶
,

where α is the fine-structure constant. In the angular
range | cos θ∗| < 0.8, this corresponds to a cross sec-
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Table 1
Integrated luminosities, L, and numbers of events selected in data, Ndata, and Monte Carlo, NMC, at each e+e− centre-of-mass energy
√

s (GeV) 188.6 191.6 195.6 199.5 201.7 202.5–205.5 205.5–209.2
L (pb−1) 176.8 28.9 82.9 67.8 36.2 75.6 137.7
Ndata 1409 221 612 460 266 545 974
NMC 1336 231 659 521 284 520 982
tion of about 200 pb at
√

s0 = 40 GeV and of about
20 pb at

√
s0 = 130 GeV.

Quasi-real Compton scattering in e+e− colliders
was first discussed more than three decades ago [4]
and observed at the 900 MeV ACO storage ring in
Orsay [5]. The L3 Collaboration studied this process
at e+e− centre-of-mass energies

√
s = 91–183 GeV,

covering with high statistics the effective centre-of-
mass energy range

√
s0 = 20–100 GeV [6]. This Letter

presents the extension of this analysis to the high-
luminosity and high-energy data sample collected at
LEP at

√
s = 189–209 GeV with the L3 detector [7–

9]. This data sample comprises 0.6 fb−1 of integrated
luminosity, as detailed in Table 1. It extends the ac-
cessible

√
s0 range to about 175 GeV, allowing to

probe Compton scattering at energies never attained
before.

2. Event simulation

The TEEGG Monte Carlo [10] is used to simulate
the e+e− → e+e−γ process with one electron scat-
tered in the angular range | cos θ | > 0.996 and both
the other electron and the photon in the angular range
| cos θ | < 0.985. The

√
s0 spectrum for the γ e± →

γ e± process generated by TEEGG was compared [11]
with the QED expectations obtained by convolving the
QED cross section with the virtual-photon flux mod-
elled with the equivalent-photon approach [12]. The
two spectra agree within the expected statistical preci-
sion of this measurement.

The following Monte Carlo programs are used to
model the background processes: BHWIDE [13] for
Bhabha scattering, e+e− → e+e−, KK2f [14] for tau
pair-production, e+e− → τ+τ−, GGG [15] for multi-
photon production, e+e− → γ γ (γ ), and DIAG36 [16]
for electron pair-production in two-photon collisions,
e+e− → e+e−e+e−.

Large samples of Monte Carlo events are generated
at each e+e− centre-of-mass energy. The number of
simulated signal events corresponds to at least thirty
times the number of expected data events. For back-
ground processes, this factor varies from six times for
Bhabha scattering, up to more than one hundred times
for the e+e− → τ+τ− process.

The L3 detector response is simulated using the
GEANT program [17], which takes into account the
effects of energy loss, multiple scattering and shower-
ing in the detector. Time-dependent efficiencies of the
different subdetectors, as monitored during the data-
taking period, are taken into account in the simula-
tion procedure. The simulated events are reconstructed
with the same program used for the data.

3. Reconstruction of event kinematics

A crucial part of the measurement is the determina-
tion of

√
s0 and cos θ∗. These are inferred with high

precision by imposing the constraints that there are
only three particles in the final state and one of the
electrons is directed along the beam line. The polar
angles of the observed electron and photon, θe and θγ ,
defined in Fig. 1, are used to calculate the missing en-
ergy, Emiss, as:

Emiss = √
s

| sin(θe + θγ )|
sin θe + sin θγ + | sin(θe + θγ )| .

The square of the effective centre-of-mass energy of
the γ e± → γ e± process is then:

s0 = s

µ
1 − 2

Emiss√
s

¶
.

Monte Carlo studies show that the resolution on
√

s0 is
better than 500 MeV. This improves by 30% the res-
olution obtained if only the energies of the measured
particles are used. The resolution on the measured en-
ergies of the electron, Ee, and of the photon Eγ is
also improved by recalculating these quantities with
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the kinematic constraints:

E
angle
e = √

s
sin θγ

sin θe + sin θγ + | sin(θe + θγ )| ,

E
angle
γ = √

s
sin θe

sin θe + sin θγ + | sin(θe + θγ )| .

Both E
angle
e and E

angle
γ have a resolution of about 200

MeV. The cosine of the scattering angle of the electron
in the electron–photon centre-of-mass system is:

cos θ∗ = sin(θγ − θe)

sin θγ + sin θe
.

The resolution on cos θ∗ in Monte Carlo events is
found to be better than 0.005.

4. Event selection

Events from Compton scattering must have one
track in the central tracker and two clusters in the
BGO electromagnetic calorimeter in the fiducial vol-
ume | cos θ | < 0.96. The clusters must have energies of
at least 5 GeV and the lateral profile of their showers
must match that expected for electromagnetic show-
ers. One of these clusters must be associated to the
track, which should be reconstructed from at least 80%
of the hits along its sensitive track-length. This cluster
is identified as the electron.

The low polar-angle regions of the L3 detector are
instrumented with two calorimeters. The first is com-
posed of BGO crystals and is used to detect Bhabha
scattering in order to measure the luminosity [8]. It
covers the angular region 1.4◦ < θ < 3.9◦. The second
is built from lead and plastic scintillators and extends
this angular coverage up to 9◦ [9]. The sum of the en-
ergies deposited in these two calorimeters, Eforward, is
required to be less than 50 GeV, as shown in Fig. 2a.
This cut ensures that no electron is detected above 1.4◦
and therefore only the scattering of quasi-real photons
is considered.

After these preselection requirements, about 36500
events are observed in data and 32500 are expected
from Monte Carlo processes, of which 18% is due
to signal and 82% to background. The main source
of background is Bhabha scattering with a high-
energy initial-state-radiation (ISR) photon emitted in
the beam pipe, which gives the missing-energy signa-
ture, and an electron which mimics a photon. Electrons
are misidentified as photons more frequently in data
than in Monte Carlo, which results in the excess of
observed events over the Monte Carlo prediction. An
additional contribution to this background comes from
tau pair-production where both taus decay into elec-
trons, one of which is identified as a photon, and the
four neutrinos are responsible for the missing-energy
signature. A lesser source of background is the pro-
duction of events with three photons, where one of
the photons escapes detection along the beam line and
another, through photon conversion, is mistaken for an
electron. Several additional criteria are devised to cope
with these background sources.

Bhabha scattering and multi-photon production
favour events with electromagnetic clusters which are
back-to-back in space. These background sources are
strongly reduced by a cut on the angle between the two
clusters, ζ < 2.8 rad, as illustrated in Fig. 2b.

Events from tau pair-production are suppressed by
requiring Ee/E

angle
e > 0.7 if Ee > Eγ or Eγ /E

angle
γ >

0.7 otherwise, as shown in Fig. 2c. This cut enforces
the three-particle hypothesis and rejects events where
the missing momentum is not directed along the beam
axis.

The analysis is restricted to
√

s0 > 35 GeV, as dis-
played in Fig. 2d, in order to exclude the region L3
measured with high statistics [6] and concentrate on
the high-energy data.

The background from Bhabha scattering is mainly
concentrated in the forward scattering region, cos θ∗ >

0.8, as presented in Fig. 2e. This region is removed
from the analysis. The backward-scattering region,
cos θ∗ < −0.8, is also removed in order to reduce the
systematic uncertainty from a wrong assignment of the
electron charge.

The contribution from Bhabha scattering to the
selected events is further inspected. In the forward
scattering region, 0.4 < cos θ∗ < 0.8, the background
electrons are mostly emitted in the central regions of
the detector, as shown in Fig. 2f. This follows from
the emission of a hard ISR photon. This background
is further reduced by requiring the electron to satisfy
| cos θe| > 0.6 if 0.4 < cos θ∗ < 0.8.

After these cuts, 4487 events are selected in data
and 4534 are expected from Monte Carlo simulations,
as detailed in Table 1 [18]. Background processes are
estimated to contribute to about 3.5% of this sample.
Two thirds of the background is due to Bhabha scatter-



L3 Collaboration / Physics Letters B 616 (2005) 145–158 151
Fig. 2. Distributions of some selection variables for data and Monte Carlo predictions. (a) Energy in the forward calorimeters, Eforward; (b) angle
between the electron and the photon, ζ ; (c) ratio of the energies of the most energetic particle as measured in the calorimeter and as obtained
from the angular constraints, E/Eangle; (d) effective centre-of-mass energy,

√
s0; (e) cosine of the electron scattering angle in the γ e± rest

frame, cos θ∗; (f) cosine of the polar angle of the electron, cos θe, for 0.4 < cos θ∗ < 0.8. The arrows indicate the position of the cuts. In (a) all
other pre-selection cuts are applied. In (b) all cuts are applied but the one on cos θ∗ . In (c)–(f) cuts on all other variables are applied.
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Fig. 3. Distributions of variables for events selected in data and in the signal and background Monte Carlo samples. Energy of (a) the electron,
E

angle
e , and (b) the photon, E

angle
γ ; cosine of the polar angle of (c) the electron, θe, and (d) the photon, θγ ; (e) normalised sum of the electron

and photon longitudinal momenta, |pz|/√s; (f) rapidity of the event, η.
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Fig. 4. Distributions of variables for events selected in data and in
the signal and background Monte Carlo samples. (a) Square of the
sum of the electron and photon transverse momenta, p2

t ; (b) cosine
of the electron scattering angle in the γ e± rest frame, cos θ∗; (c)
effective centre-of-mass energy,

√
s0 .

ing, one quarter to electron production in two photon
collisions and the rest to multi-photon production and
tau pair-production. The distributions of the energies
and the angles of the electrons and photons of the se-
lected events are shown in Figs. 3a–d. Fig. 3e presents
the normalised sum of the momenta of the electron and
Fig. 5. Views of a high-energy candidate for quasi-real Compton
scattering in the plane transverse to the beams, higher plot, and
in a plane along the beams, lower plot. The towers represent the
energy deposited in the electromagnetic calorimeter and the boxes
are low-energy clusters in the hadron calorimeter. The track of the
electron is clearly visible, while no track is associated to the other
electromagnetic cluster, identified as the photon.

photon along the beam line, |pz|/√s. As expected, a
large boost along the beam line is observed. Fig. 3f
shows the rapidity of the selected events.

Monte Carlo studies indicate that the average value
of Q2 for the selected events is 0.48 GeV2 and 90% of
the photons satisfy Q2 < 2 GeV2. This corresponds to
a small average-virtuality hQ2/s0i ' 3 × 10−3, which
justifies the treatment of the virtual photons as quasi-
real ones. The kinematics of the process under investi-
gation is such that p2

t ' Q2, where pt is the sum of the
momenta of the final state electron and photon in the
plane transverse to the beams. Fig. 4a shows the distri-
bution of p2

t for the selected events. An average value
hp2

t i = 0.3 GeV2 is observed, with a root-mean-square
of 1 GeV2, which further validates the hypothesis of
quasi-real photons.

The distribution of cos θ∗ for the selected events,
shown in Fig. 4b, presents the characteristic backward-
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Table 2
Systematic uncertainties on the cross section as a function of

√
s0 and of the differential cross section as a function of cos θ∗

Systematic uncertainty on

Source σγ e±→γ e± (
√

s0 ) dσγ e±→γ e±/d cos θ∗

Measurement of angles 0.2%–3.8% 0.1%–18.6%
Energy scale 0.1%–0.9% 0.1%–1.9%
Charge confusion 0.1%–0.2% 0.1%–19.8%
Background normalisation 0.1%–0.2% 0.1%–0.3%
Signal Monte Carlo statistics 1.0%–3.7% 1.3%–6.9%
Background Monte Carlo statistics 0.3%–2.4% 0.3%–4.2%

Total 1.3%–5.5% 1.5%–28.2%

The largest uncertainties correspond to the low-statistics high
√

s0 regions and to the forward-scattering regions, where angular measurements
and charge confusion effects are important.

Table 3
Number of events observed in each

√
s0 bin with average h√s0 i, Ndata, together with the signal, N

sign
MC , and background, Nback

MC , Monte Carlo
predictions
√

s0 (GeV) h√s0 i (GeV) Ndata N
sign
MC Nback

MC σγ e±→γ e± (pb) σ
QED
γ e±→γ e± (pb)

35–45 39.7 1269 1229.7 32.0 216.0±6.0±4.7 214.7
45–55 49.7 889 900.3 22.5 131.5±4.6±1.8 136.7
55–65 59.8 627 610.6 11.8 95.3±3.8±2.2 94.6
65–75 69.8 506 472.5 9.8 72.9±3.1±1.5 69.4
75–85 79.8 370 342.4 16.5 54.8±2.8±1.2 53.1
85–100 92.2 357 346.9 14.9 39.2±2.1±1.1 39.8

100–115 107.2 205 214.4 5.8 27.3±2.1±0.8 29.4
115–130 122.3 125 138.2 2.6 20.0±2.0±0.7 22.6
130–145 137.3 87 86.6 3.3 17.3±1.9±0.9 17.9
145–175 159.3 52 66.6 6.5 9.1±1.8±0.7 13.3

The measured cross sections, σγ e±→γ e± , are given with their statistical and systematic uncertainties, respectively, together with the QED

predictions, σ
QED
γ e±→γ e± . The data sample at

√
s = 188.6–209.2 GeV is considered, and the cosine of the electron rest-frame scattering angle is

limited to the range | cos θ∗| < 0.8.
scattering behaviour of Compton scattering. Fig. 4c
displays the observed and expected distributions of√

s0. The average value of
√

s0 is 64 GeV. Ten events
are observed in data for

√
s0 > 163 GeV, up to

√
s0 =

175 GeV, the largest energies at which Compton scat-
tering was ever observed. Monte Carlo simulations
predict 9 ± 1 events in this region, with a background
of 7%. The uncertainty is due to the limited statistics
of the generated Monte Carlo sample. Fig. 4 presents
one of these high-energy events.

5. Systematic uncertainties

Several sources of systematic uncertainty are con-
sidered and their impact on the measurement of the
cross section as a function of

√
s0 and of the differen-
tial cross section as a function of cos θ∗ are listed in
Table 2.

The measurement of the photon and electron angles
is crucial to the determination of the event kinemat-
ics. These variables are smeared by ±1% to account
for possible uncertainties in detector alignment, time-
dependent changes in resolution or discrepancies be-
tween the data and the Monte Carlo simulations. The
effects of these changes are larger for events with large
values of

√
s0 or cos θ∗. In addition, the energy scale

of the electromagnetic calorimeter is varied within its
uncertainty of ±1%. As the energies are mainly in-
ferred from the angular measurements, this change has
a small impact on the cross sections.

The amount of charge confusion in the tracker is
measured with control data-samples and is well re-
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Table 4
Number of events observed in each cos θ∗ bin with average hcos θ∗i, Ndata, together with the signal, N

sign
MC , and background, Nback

MC , Monte
Carlo predictions

cos θ∗ hcos θ∗i Ndata N
sign
MC Nback

MC dσγ e±→γ e±/d cos θ∗ (pb) dσ
QED
γ e±→γ e±/d cos θ∗ (pb)

−0.80–−0.67 −0.74 346 283.3 25.8 133.8±6.4±9.6×102 118.3×102

−0.67–−0.53 −0.60 389 385.2 15.7 77.2±4.0±2.6×102 79.6×102

−0.53–−0.40 −0.47 499 469.9 11.2 63.6±2.7±2.5×102 61.2×102

−0.40–−0.27 −0.34 553 593.5 14.5 46.0±2.1±1.5×102 50.7×102

−0.27–−0.13 −0.20 742 733.8 10.1 43.1±1.6±0.7×102 44.1×102

−0.13–0.0 −0.07 616 650.2 7.9 37.0±1.6±0.6×102 39.6×102

0.0–0.13 0.06 512 509.2 5.8 36.4±1.6±0.6×102 36.6×102

0.13–0.27 0.20 353 347.6 10.9 33.4±1.8±0.8×102 34.4×102

0.27–0.40 0.33 221 202.4 5.1 35.0±2.2±2.2×102 32.9×102

0.40–0.53 0.46 135 126.7 11.9 30.1±2.7±3.1×102 31.8×102

0.53–0.67 0.60 81 73.5 2.8 33.1±3.4±5.9×102 31.1×102

0.67–0.80 0.73 40 33.1 4.1 33.3±4.8±8.7×102 30.7×102

The measured differential cross sections, dσγ e±→γ e±/d cos θ∗ , are given with their statistical and systematic uncertainties, respectively, to-

gether with the QED predictions, dσ
QED
γ e±→γ e±/d cos θ∗. The data sample at

√
s = 188.6–209.2 GeV is considered, corresponding to an effective

centre-of-mass energy range
√

s0 = 35–175 GeV.
produced in the Monte Carlo simulations. However,
uncertainties in this simulation are a potential source
of systematics. This is assessed by injecting in the
simulations an additional amount of charge confusion.
A small variation in the cross section as a function of√

s0 is observed, whereas a larger uncertainty affects
the determination of the differential cross section for
large values of cos θ∗.

Uncertainties of the background normalisation are
also propagated to the final results. All background
levels are varied by ±2% with the exception of elec-
tron production in two-photon collisions, varied by
±10%.

Finally, the effects of the limited amount of signal
and background Monte Carlo statistics are treated as
additional systematic uncertainties.

6. Results

The phase space covered by this analysis, 35 GeV <√
s0 < 175 GeV and −0.8 < cos θ∗ < 0.8, is divided in

ten intervals in
√

s0 and twelve intervals in cos θ∗. The
limits of these intervals are detailed in Tables 3 and 4,
together with their average values9 and the numbers of

9 The average values are calculated as suggested in Ref. [19].
Table 5
Measured cross sections, σγ e±→γ e± , with their combined statisti-
cal and systematic uncertainties together with the QED predictions,
σ

QED
γ e±→γ e±

√
s0 (GeV) h√s0 i (GeV) σγ e±→γ e± σ

QED
γ e±→γ e±

0–25 21.0 771.2 ± 21.6 764.8
25–35 29.8 370.6 ± 11.3 381.1
35–45 39.7 213.2 ± 5.4 214.7
45–55 49.7 128.7 ± 3.9 136.7
55–65 59.8 95.0 ± 3.5 94.6
65–75 69.8 70.6 ± 2.9 69.4
75–85 79.8 55.2 ± 2.6 53.1
85–100 92.2 38.8 ± 2.2 39.8

100–115 107.2 27.3 ± 2.2 29.4
115–130 122.3 20.0 ± 2.1 22.6
130–145 137.3 17.3 ± 2.1 17.9
145–175 159.3 9.1 ± 2.0 13.3

The full L3 data sample at
√

s = 91.2–209.2 GeV is considered and
the cosine of the electron rest-frame scattering angle is limited to
the range | cos θ∗| < 0.8.

observed and expected events, also shown in Fig. 4b
and c.

The differential cross section of the e+e− →
e+e−γ process as a function of

√
s0 is related to the

cross section of the γ e± → γ e± process by:

(2)
dσe+e−→e+e−γ

d
√

s0 = fγ (
√

s,
√

s0 )σγ e±→γ e±(
√

s0 ),
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Fig. 6. Measured cross sections of the γ e+ → γ e+, γ e− → γ e− and γ e± → γ e± process as a function of (a) and (c) the effective cen-
tre-of-mass energy for | cos θ∗| < 0.8 and (b) and (d) the rest-frame scattering angle for

√
s0 = 35–175 GeV. For clarity, the measurements

for positrons in (a) and (b) are slightly displaced to the right. Data collected at e+e− centre-of-mass energies
√

s = 188.6–209.2 GeV are
considered and the QED predictions are also shown.
where fγ (
√

s,
√

s0 ) is the virtual-photon flux. The
cross section of the e+e− → e+e−γ process for the
ith interval of

√
s0 can be extracted from the numbers

of events observed in data and expected from signal
and background Monte Carlo simulations, Ndata(i),
N

sign
MC (i) and Nback

MC (i), respectively, as:

1σe+e−→e+e−γ

1
√

s0

(3)=
1σ MC

e+e−→e+e−γ

1
√

s0
Ndata(i) − Nback

MC (i)

N
sign
MC (i)

,

where 1σ MC
e+e−→e+e−γ

/1
√

s0 is the cross section pre-
dicted by the Monte Carlo. By expressing Eq. (3) in
terms of Eq (2), and assuming that fγ (

√
s,

√
s0 ) is the

same for data and Monte Carlo, the cross section for
quasi-real Compton scattering at the average effective
centre-of-mass energy h√s0 i can be derived directly
from the values in Table 3 as:

σγ e±→γ e±
¡h√s0 i¢

(4)= σ
QED
γ e±→γ e±

¡h√s0 i¢Ndata(i) − Nback
MC (i)

N
sign
MC (i)

,
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Fig. 7. Cross section of the γ e± → γ e± process measured
as a function of the effective centre-of-mass energy,

√
s0 , for

| cos θ∗| < 0.8, compared to the QED predictions. The full data sam-
ple collected at

√
s = 91.2–209.2 GeV is considered and the cosine

of the electron rest-frame scattering angle is limited to the range
| cos θ∗| < 0.8.

where σ
QED
γ e±→γ e±(h√s0 i) is the value expected from

QED. The differential cross section for quasi-real
Compton scattering as a function of cos θ∗ is derived
from a formula equivalent to Eq. (4), mutatis mutan-
dis.

The selected events are further classified accord-
ing to the presence of either electrons or positrons
in the final states. The cross section as a function of√

s0 and the differential cross section as a function of
cos θ are measured and the results are presented in
Fig. 6a and b. They are in good mutual agreement.
The combined results for electrons and positrons are
presented in Tables 3 and 4 and in Fig. 6c and d. All
results are in good agreement with the QED predic-
tions, also presented in Tables 3 and 4 and in Fig. 6.
The predictions for the cross section as a function of√

s0 are derived by integrating Eq. (1) over the range
−0.8 < cos θ∗ < 0.8, while the predictions for the dif-
ferential cross section as a function of cos θ are de-
rived by integrating over the range 35 GeV <

√
s0 <

175 GeV.
The cross sections as a function of
√

s0 measured
in the range

√
s0 = 35–175 GeV are combined with

those L3 measured in the range
√

s0 = 20–100 GeV
[6]. The full data-sample collected by the L3 detector
at

√
s = 91–209 GeV is therefore considered, covering

a range
√

s0 = 20–175 GeV. The results are presented
in Table 5 and Fig. 7. They are in good agreement,
over two orders of magnitude, with the QED predic-
tions.
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