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Abstract. Leaf Area Index (LAI) is a key input for many crop models. The LAI patterns measured in 

situ are time consuming and labor intensive and could be substituted by intelligent techniques of 

approximation as artificial neural networks (ANNs). The objective of this study was to evaluate the 

possibility to estimate the evolution of LAI and height of maize canopies in southeastern of Buenos 

Aires Province, Argentine using neural network models. A field experiment under non limiting 

condition was carried out to generate a range of environmental conditions (four planting dates and 

three hybrids with contrasting maturity). Periodical measurements of LAI on tagged plants were used 

to develop, evaluate and test the neural networks to approximate variation of leaf area index and 

height at plot scale. Data from canopy structure properties as leaf area, height and leaf area density 

profile were obtained by non-destructive methods. Planting date (PD), relative maturity of the hybrid 

(MR) and thermal time from emergence (TTE) were the inputs to the ANNs. A decomposition 

method based on Garson’s algorithm was applied to quantify the relative importance for each input 
variable. The method provides a better description of the knowledge learned by the networks during 

the training process. Sensitivity analysis was performed to identify relevant variables and quantify the 

risk of a given combination of variables.  The RM showed a major contribution in ANNs to estimate 

LAI and HLL. Both trained ANNs were most sensitive to TTE than the remaining inputs. 
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1   Introduction  

Leaf Area Index (LAI) is a key input for many crop models. Direct LAI measurements are time 

consuming and labor intensive. Indirect methods help to estimate it, but all methods exhibit its limitations 

[1]. Another attribute of interest in biophysical modeling is the height of canopy, because the distribution 

vertical of canopy is determinant on how interacts with the environment. Rates of evapotranspiration can 

be estimated based on resistances of canopy [2] [3]. In maize, leaf area and vertical leaf area distribution 

affects radiation interception and, then, dry matter accumulation and grain yield [4].  

Evolution of LAI can be described according a few variables of environment and management. In the 

absence of water stress, LAI is controlled by the temperature-dependent processes (leaf initiation and 

expansion). The rates of temperature-dependent development can be approximated by thermal functions 

[5] [6]. 

Crop development by simulation model also requires specific genetic parameters that describe 

genotype adaptation to environment [7] [8]. These approaches provide an estimation of response on 

biomass or final yield, but they are not suitable for use in modeling crop structure [7] [9] [10]. Some 

changes introduced more recently in DSSAT [11] have enhanced the predicted LAI. The knowledge of 

how vary the leaf area in different hybrids as a relative expression to maximum achievable can be of 

interest to assess the potential of hybrids. Some traits of canopies are maintained over different 

environments, when are showed in a normalized expression as relative profiles of LAI [4], [12]. This 

relation is mainly useful for developing new models.  

 

CAI 2016, 8º Congreso de AgroInformática

45 JAIIO - CAI 2016 - ISSN: 2525-0949 - Página 152



The artificial neural networks (ANNs) are mathematical models similar to the biological structures, 

with computational capacity to solve problems of approximation, classification and optimization [13]. 

Simple ANNs with a vector of inputs, one or more hidden layers and following a feed-forward procedure 

can approximate any mathematical function. A sole hidden layer is sufficient to approximate a continuous 

function [14].  

The use of ANN on crop modeling is entirely justified, due the non linearity in most of relationships 

between crop attributes (functional and physic) and environmental variables.  This works specifically 

focuses on the estimation of canopy development which is a key determinant of the radiation interception 

by the crop and, then, of the energy and water exchanges.  

As thermal time can be considered a good estimator of crop development, when it is combined with 

some indicator of management practices can give an approximation of attributes of canopy. Then, ANN 

models to estimate other biophysical processes linked to dynamics of leaf area (i.e., evapotranspiration or 

soil water) have showed satisfactory results, when thermal time was regarded as input [15].   

ANNs are cited in literature as models capable to approximate attributes at leaf, individual and regional 

scales, but no references were found at plot scale. [16] [17] [18].  

The objective was to develop ANN models to approximate leaf area index and height of plants during 

vegetative stages in maize canopies growing on non limiting conditions in southeastern of Buenos Aires, 

as affected by planting date and maturity class. 

 

2   Material and methods 

 

2.1   Site and experimental condition 

Data used to develop ANN models were acquired from a field experiment, conducted at Balcarce 

Unidad Integrada (INTA-UNMdP), Balcarce, Argentina (37º 45' S; 58º 18' W) during 2011-2012 growing 

season, under no tillage practices. Three hybrids of different relative maturity (RM) class (DK692, 

RM119; Illinois 1550, RM102; Pioneer 39B77, RM89) were sowed in four dates (04-October, 14-

November, 15-December and 04-January). The duration of the period exhibiting foliar expansion (from 

emergence to tasseling) ranged from 708 to 1038 °C day
-1

. Non limiting conditions for the crop were 

performed with agronomic management (density, fertilization, weed control) and control of the soil water 

availability. Detailed information can be found in [12], [19].  

 

2.2   Field data collections 

At the three leaf stage (V3), five successive plants were tagged in the central row of each treatment. 

Leaves were tinned to identify the leaf position over the measurement period. Lamina length (L) and 

maximum lamina width (W) of each leaf were weekly registered and used to calculated leaf area (LA), as 

originally proposed by Montgomery (1911) , cited by [20], and  without major modifications in actual 

genotypes: 

 

LA= L x W x 0.75         (1) 

 

The measurements started when plants had three leaves fully expanded (V3). The final value in each 

determination coincided with LAI at tasseling (LAIVT) of each plant and was an indicator of maximum 

LAI. Total plant leaf area was calculated as the sum of the areas of all individual leaves per plant, and 

then was expressed per unit of land occupied by the plants (LAI). The media density was 9.8 plants m-2. 

The final number of leaves ranged from 17 to 22.  

Crop development was recorded according [21]. Other biometric attributes as height of insertion of the 

ligule of last expanded leaf (HLL), total height, total number of leaves and number of fully expanded 

leaves were recorded. Canopy height was represented in this work by HLL, due this attribute was best 

correlated with LAI [12] than total height. Average values of the five plants per plot were used to 

represent the attributes of the canopy.  
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2. 3  Development of ANN models 

The variables used as inputs to approximate LAI and HLL target values were: a) planting date, PD 

(expressed as number day of the year calendar), b) relative maturity class, RM (as indicator of duration of 

crop growing season) [22]  and c) thermal time from emergence, TTE (accumulated residues from daily 

mean air temperatures minus 8°C) [7]. The selection of inputs was based on: a) the readily availability of 

management data, b) the relation of maturity class or planting dates and final number of leaves in the 

plant [23], [24], [25] and c) the simplicity on estimation of crop development and growth by thermal time 

[5], [7], [26]. Limitations of the method are given by [27]. In particular for maize, different relations have 

been recently discussed [28].  

Activations functions for the hidden units are needed to introduce non-linear components. In this study, 

two types of transformed of sigmoid activation functions (i.e. logistic and hyperbolic tangent) were 

applied in the hidden layer and linear ones in the output layer. The sigmoid response, in general, allows a 

network to map a nonlinear process.  

Training of a ANN with the above topology was achieved by adjusting the weights of the neurons 

through an iterative algorithm that minimizes the error between the predicted outputs and the actual data. 

The training was carried out under the Broyden-Fletcher-Goldfarb-Shanno (BFGS) or Quasi-Newton, a 

powerful second order algorithm, using the measured values of IAF   and HLL as target outputs in the 

ANNS. Each ANNs architecture was trained under automatic early stopping criterion associated to cross 

validation method. For this reason, the data set was split into training, validation and test groups to apply 

cross-validation. Training, testing, and validation sets were representative of the same population. Total 

data (n = 503 for LLH and n = 310 for LAI) were split in three groups in the proportion 60:20:20 

(training, test and validation groups, respectively). In order to evaluate the hypotheses of equality of 

frequencies distribution between values of training set with test and validation ones, respectively the non 

parametrical Kolmogorov-Smirnov test was applied (p < 0.05). 

The selection of ANNs architectures was based on the application of a selected algorithm integrated on 

the IPS (Intelligent Problem Solver) of the Neural Network module of Statistica Software [29]. The inputs 

and the outputs of data sets were automatically normalized to improve the performance of ANN models. 

The maximal number of neurons was fixed related to the number of examples training. The model with 

the lowest cross validation error was chosen and then, the ANN with best performance for each 

combination was retained and evaluated. 

Based on the cross validation, once the best architecture for each ANN model was identified the 

selected models were subjected to further evaluation for their effectiveness in estimating the target values. 

The description of each model was according: a) inputs b) sequence n-m-x, where n is input number, m is 

number of hidden layers and x is number of outputs and c) activation function.  

 

Table 1. Descriptive of data sets used for development and evaluation of ANN models to approximate leaf area index 

(LAI) and height (HLL) of maize canopies.  

     

        Inputs                Targets 

Set Descriptive RM PD TTE 
(◦ day-1) 

LAI 
(m2 m-2) 

HLL 
(m) 

Train Minimum 89 4 96.2 0.07 0.03 

 Maximum 119 349 948.4 6.67 2.28 

 Mean  
 

   2.84 0.79 

Validation Minimum 89 4 96.2 0.08 0.04 

 Maximum 119 349 1038.9 6.97 2.43 

 Mean 

 

   2.85 0.80 

Test Minimum 89 4 96.2 0.07 0.04 
 Maximum 119 349 948.4 6.97 2.33 

 Mean    3.44 0.67 

RM: relative maturity of maize hybrid, PD: date of planting following day of calendar. 
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2.4  Evaluation of ANN models 

The model performance was carried out (from the test set) by correlation measures (regression 

analysis) and three difference based errors: root-mean-square error (RMSE), mean bias error (MBE), 

mean absolute error (MAE). The Student test was used to statistically evaluate the value of either the 

intercept (H0: a=0) or slope of the straight line (H0: b=1) at the 5% probability level. More information 

about the complementary of errors is given in [30], [31], [32], [33]. All indicators were computed for LAI 

and HLL ANN models. 

 

2.5  Extraction of knowledge from ANN models 

Once the ANNs were trained on a specific network topology, then the modeling of attributes process 

using ANN involved the extracting knowledge from each network. The embedded knowledge is in the 

form of connection weights. Garson’s method [34] was performed from adjusted synaptic weights of each 

ANNs. The contribution of each input neuron to the output (cijo) was computed via each hidden neuron as 

the product of the input-hidden connection (wij) and the hidden-output connection (wjo): 

 

c���=���  x 	��	       (2) 

 

The relative contribution of each input k to hidden neuron j can be expressed as: 

 

	
��	 =	 �
����
∑�
���	������

      (3) 

The total contribution of input i is: 

 

�� = ∑ 
��	�
���              (4) 

 

Finally, the relative contribution of each input is: 

�� = �� ∑ � !
"��⁄          (5) 

 

The Sensitivity Analysis (SA) possibilities understand the influence of each input to the model [35]. 

The SA was performed following procedures from Neural Network module from STATSOFT program 

[29] test how the ANN responses and, hence, the error would increase or decrease of each of its inputs 

variable were to undergo a change. 

 

3   Results and discussion 

The ANN structures showed in Table 2 exhibited the smallest errors during the cross validation. LAI 

values estimated by the ANN were close to field measurements (Fig. 1). The MAE represents 6% of mean 

observed values. Errors are smaller than reported from literature [10] for models of wide diffusion for 

cool environments. HLL values were also well performed by the ANN (Fig. 2). In this case, the MAE 

represents 7% of mean observed values (Table 3). A strong correlation between LAI and HLL has been 

discussed for each maturity hybrid, whichever the planting date under non limiting conditions [12], 

therefore similar results with models based in the same inputs were expected.  

 

 

 

CAI 2016, 8º Congreso de AgroInformática

45 JAIIO - CAI 2016 - ISSN: 2525-0949 - Página 155



Table 2.  Characteristics of ANNs trained to approximate leaf area index (LAI) and height (HLL) of potential maize 

canopies.  

 

 

Attributes  

 

Inputs 

 

ANN Structure 

 Activation in 

hidden layer 

Number of 

free parameters 

LAI RM PD TTE MLP 3-5-1  Logistic 26 

LLH RM PD TTE MLP 3-6-1  Hyperbolic tangent 31 

      

MLP:  multilayer perceptron 

 

 

 

  

 

Fig.1. Scatterplots of observed and estimated values of leaf area index (LAI) in test set (n=62). The dashed line is the 

regression line and the entire line represents the 1:1 relation for observed values. 

 

 

 

  

 Fig. 2. Scatterplots of observed and estimated values of height of canopy represented by the height of insertion of 

last ligulated leaf (HLL) in test set (n=100). The dashed line is the regression line and the entire line represents the 

1:1 relation for observed values. 
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Table 3.  Errors of estimations of attributes of maize canopies by the proposed ANNs computed on the test set.  

 

ANN for  

Attributes  

 

 

RMSE 

 

 

MBE 

  

MAE 

LAI  0.2858 0.0379  0.2163 

LLH 0.0655 -0.0002  0.0499 

(Error units: m
2
 m-2 for LAI errors and m for HLL errors) 

 

 

The analysis of synaptic weights in ANN trained to approximate LAI showed the highest relative 

contribution relative of maturity class (RM) respect the remaining variables in the trained ANN (Table 4). 

Also the contribution of RM to the ANN trained to estimate HLL was the highest of the inputs.   

On the other hand, sensitivity to each input was significantly different, with TTE as major indicator of 

development, and similar for both LAI and HLL models (Table 5). It is reasonably given the nature of a 

model representing evolution of attributes over time. 

 

 

Table  4. Relative contribution of inputs (RI) to neural network models to approximate leaf area index (LAI) and 

height of insertion of last liguled leaf (LLH).   

 

 RI to trained ANN  

Inputs  LAI HLL 

RM 0.67 0.49 

PD 0.22 0.23 

TTE 0.11 0.28 

 

 

 

Table 5. Relative sensitivity of ANN models to approximate leaf area index (LAI) and height of insertion of last 

liguled leaf (LLH) to inputs.   

 

 Sensitivity (%) to inputs of trained ANN  

Inputs LAI HLL 

RM 0.02 0.03 

PD 0.26 0.29 

TTE 0.72 0.68 

 

 

The ANN model can be applied for a range of management practices, due the information about 

hybrids and planting dates is input as numerical variables. The proposed simplification lies in determining 

the appearance and the expansion of leaves as only a function of air temperature.  
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4   Conclusions and future work 

In the present study, two attributes of maize canopies growing under potential conditions were 

approximated by artificial neural networks (ANNs) over a range of environmental conditions generated 

by planting date and length of crop season.  In general, the ANN model using readily available variables 

provided accurate and reliable leaf area index (LAI) and height (HLL) predictions, whichever planting 

date or maturity class.   

We conclude that the developed ANN models has a great ability to learn and build up a neural system 

for crop growth prediction, and the results provide a useful guidance for yield estimation or crop water 

use. Furthermore, a model capable of generalization as ANN represents a support from ground 

measurements to generate LAI products at the regional scale.  

The models developed in this study represent the canopy expansion under non limiting conditions for 

the crop. Improvements in  the development of ANN models is  in progress to predict the growth and 

duration of active canopy (green leaf area) of maize under different crop management practices (plant 

density and soil water availability) in the southeastern of Buenos Aires region. Future work will 

concentrates on the evolution of the green canopy over the full growing season.   
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