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Abstract. Time of Flight (TOF) cameras generate two simultaneous 

images, one for intensity and one for range. This allows tackling 

segmentation problems where the information pertaining to intensity 

or range alone is not enough to extract objects of interest from a 3D 

scene. In this paper, we present a spectral segmentation method that 

combines information from both images. By modifying the affinity 

matrix of each of the images based on the other, the segmentation of 

objects in the scene is improved. The proposed method exploits two 

mechanisms, one for reducing the computational demand when 

calculating the eigenvectors for each matrix, and another for 

improving segmentation performance. The experimental results 

obtained with two sets of real images are presented and used to assess 

the proposed method. 
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Spectral Clustering 

1. Introduction 

Segmentation is generally the first stage in an image analysis system, and it is 

one of its most critical tasks because it affects subsequent stages [5][21]. 

Computer vision algorithms, in particular segmentation ones, that have been 

successfully used in industrial environments, with controlled colors and 

lighting, do not obtain similar results in different contexts. An alternative to 

tackle problems in which outline conditions are not suitable for adequate 

segmentation would be to add depth information, i.e., the distance at which 

the objects forming the scene are located in relation to the capture device 

[13][12]. In this context, image segmentation consists in using algorithms 

that use both sources of information rather than just intensity levels [3][9]. 

With this perspective, the segmentation problem can be presented as the 

search for effective shapes that will allow correctly partitioning a set of 

samples with intensity and distance information. In particular, for this work 

we used a TOF camera, the MESA SR 4000 [6], that allows obtaining range 

and intensity images simultaneously. The SR 4000 is an active camera that 
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To obtain the eigenvectors for , i.e. the approximate 

Laplacian matrix generated from  the proposed technique can be used, 

which only requires calculating  and : 

 

 

where 
 
and  represent the sum of the rows in 

,  represents the sum of the columns in  y  represents the sum of the 

rows in . If  is defined positive, the approximate orthogonal 

eigenvectors can be found in a single step. Be  

and its diagonalization ,   Fowkles et al [11] showed that if a 

matrix  if defined as: 

 

 is diagonalized by  and by  and  

2.2  Co-regularization 

When the dataset has more than one representation, these representations are 

referred to as "views". In the context of spectral clustering, co-regularization 

techniques help support similarities in the examples in the new representation 

generated from the eigenvectors of each of the views. Let 

be the examples for view y  the Laplacian 

matrix created from  for view . We define  as the matrix formed by 

the first k eigenvectors corresponding to matrix  accordance with (1). 

In [14] a criterion to measure the dissimilarity degree between two 

representations was proposed: 

 

 
 

Where  is the similarity matrix generated from the patterns in the new 

representation  and  is Frobenius norm. If the inner product 

between the vectors is used as a similarity measure, we obtain 

               

 

(2) 

              

 

 

(3) 
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. Ignoring additive and escalation constants, the previous 

equation can be formulated as follows: 

 

 
 

The goal is minimizing the level of disagreement among the representations 

obtained from each view. Therefore, the following optimization problem is 

obtained that combines the individual objectives of spectral clustering and the 

objective that determines the disagreement among representations: 

 

     (4) 

 

 

 

 

The parameter  balances the objective of spectral clustering and the 

disagreement among representations.  The joint optimization problem can be 

solved by using alternating maximization with respect  and . For a 

given  the following optimization problem is obtained for : 

 

 

 

(5) 

 

 

Which results in a traditional clustering algorithm with the modified 

Laplacian matrix  

3. Method Proposed 

 Let  be an amplitude image and be  a dimension range image , both 

for the same scene. 

 

1. From  and , the approximate Laplacian matrixes  and  are 

obtained, as described in (2).  

2. Let  be the approximate eigenvectors for  calculated in 

accordance with (3). 

3. , the eigenvectors of the modified Laplacian matrix 

 (5) are obtained using method (2). 
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4. , the eigenvectors of the modified Laplacian matrix 

(5) are obtained using method (2). 

5.  
6. A clustering algorithm is applied to . 

7. The criterion proposed in [8] is used to assess segmentation algorithm 

performance. If performance improves, then go to 3; if not, end. 

4. Experimental Results 

The performance of the segmentation algorithm proposed was assessed over 

50 captured images using the MESA SwissRanger SR4000 time-of-flight 

camera [6] and the entire dataset provided by the Laboratory of Multimedia 

Technology and Telecommunications of the University of Padua [20].  

 

 

    
(a) (b) (c) (d) 

Figure 1. Segmentation applied to an image captured with the SwissRanger SR4000 

time-of-flight camera. (a) Amplitude image of a real scene. (b) [11] method applied to 

the amplitude image. H=0.24 (c) [11] method applied to the range image. H=0.18 (d) 

Proposed method . H=0.29. 

 

The MESA SwissRanger SR4000 time-of-flight camera provides two images: 

an amplitude image and a range image, both with 144 x 176 pixels. The 

dataset [20] contains images captured with a time-of-flight camera and a 

traditional RGB camera. The performance of the segmentation algorithm was 

assessed using the criterion proposed in [8] and [18], which we called H. 

The similarity function used in every case takes into account the spatial 

distribution of pixels in the image and the difference between their values: 

 

 
 

where  is the spatial location of pixel ,  is the value of the i-th pixel in 

the image,  of the pixels in set  

and  of the pixels in set . Figure 1 shows the 

experimental results of the method proposed applied to an image obtained with 

the MESA SwissRanger SR4000 time-of-flight camera. The amplitude image of 

the captured scene 1(a) presents 3 objects over a black background, all at the 

same distance.  One of the objects has an intensity level that is similar to that of 
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the background, which makes segmentation difficult. Since all objects at the front 

of the image are at the same distance, their range values will be similar. Figures 

1(b) and 1(c) show the result of applying method [11] to the amplitude image and 

the range image, respectively. Figure 1(d) shows the result of applying the 

proposed method at the optimal operation point. The method correctly combines 

the information from both noisy images to segment the objects found in the 

scene. Figure 3(a) shows the performance assessed for each iteration of the 

algorithm. Figure 2 shows the result of applying the proposed algorithm to a 

scene in the dataset provided by the University of Padua. Figure 2(a) shows the 

amplitude image for the scene. Figures 2(b) and 2(c) show the result of applying 

algorithm [11] to the amplitude and range images. Separately, both images do not 

provide the necessary information to extract all objects in the scene.  

  

    

(a) (b) (c) (d) 

Figure 2. Segmentation of an image of the dataset provided by the University of 

Padua. (a) Amplitude image of a real scene (b) H=0.11 (c) H=0.13 (d) Proposed 

method using . H=0.18. 

The proposed method, through co-regularization, is successful in extracting 

the useful information from both images, maximizing segmentation 

performance, as Figure 2(d) shows. The performance assessed in each 

iteration of the algorithm is shown in Figure 3(b). 

 

  
(a) (b) 

Figure 3. Performance in relation to the number of iterations 
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5. Conclusions 

In this article, we presented a clustering method for segmenting images 

captured by TOF cameras. The preliminary results obtained both on intensity 

and range images are satisfactory. The algorithm correctly combines the 

information provided by both images, even in the presence of noise, by using 

co-regularization techniques. The performance obtained was better when 

using semi-supervised learning instead of using concatenated characteristics 

in all tested cases. 

In a future stage, we plan adding color information to the segmentation 

algorithm. Also, we will consider the convenience of using an alternative 

disparity measure. 
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