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Abstract. Time of Flight (TOF) cameras generate two simultaneous
images, one for intensity and one for range. This allows tackling
segmentation problems where the information pertaining to intensity
or range alone is not enough to extract objects of interest from a 3D
scene. In this paper, we present a spectral segmentation method that
combines information from both images. By modifying the affinity
matrix of each of the images based on the other, the segmentation of
objects in the scene is improved. The proposed method exploits two
mechanisms, one for reducing the computational demand when
calculating the eigenvectors for each matrix, and another for
improving segmentation performance. The experimental results
obtained with two sets of real images are presented and used to assess
the proposed method.
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1. Introduction

Segmentation is generally the first stage in an image analysis system, and it is
one of its most critical tasks because it affects subsequent stages [5][21].
Computer vision algorithms, in particular segmentation ones, that have been
successfully used in industrial environments, with controlled colors and
lighting, do not obtain similar results in different contexts. An alternative to
tackle problems in which outline conditions are not suitable for adequate
segmentation would be to add depth information, i.e., the distance at which
the objects forming the scene are located in relation to the capture device
[13][12]. In this context, image segmentation consists in using algorithms
that use both sources of information rather than just intensity levels [3][9].
With this perspective, the segmentation problem can be presented as the
search for effective shapes that will allow correctly partitioning a set of
samples with intensity and distance information. In particular, for this work
we used a TOF camera, the MESA SR 4000 [6], that allows obtaining range
and intensity images simultaneously. The SR 4000 is an active camera that
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uses its own lighting source through a matrix of infrared, amplitude-
modulated light emitting diodes. Camera sensors detect the light that is
reflected on the illuminated objects and the camera generates two images.
The intensity image is proportional to the amplitude of the reflected wave,
and the range or distance image is generated from the phase difference
between the emitted wave and the wave reflected on each element in the
image [2]. The main advantages versus other 3D measurement techniques is
the possibility of obtaining images at speeds that are compatible with real-
time applications, as well as the possibility of obtaining clouds of 3D points
from a single point of view [10][7]. Due to the computational complexity
required for spectral clustering algorithms, methods facilitating the
calculation of the eigenvectors of the affinity matrix have been proposed
recently [11][1][8]. The clustering techniques that have been used allow
improving, from multiple data representations, the clustering process
[15][14][4]. The method proposed exploits two mechanisms, one for
reducing the computational demand when calculating the eigenvectors for
each matrix, and another for improving segmentation performance. The
improvement in the computational demand is achieved by approximating the
eigenvectors of the affinity matrix obtained from each of the images.
Segmentation is improved, with respect to the use of a single image, by
means of an iteration mechanism that allows obtaining the optimal
eigenvector space to carry out the segmentation. The method proposed is
assessed by means of two datasets of real images, one obtained with a TOF
camera, and another one provided by the Laboratory of Multimedia
Technology and Telecommunications of the University of Padua [20].

This article is organized as follows: in Section 2, a review of the main
concepts used for the method proposed is presented. The method itself is
described in Section 3. In Section 4, experimental results are detailed.
Finally, the conclusions are discussed in Section 5.

2. Spectral clustering

Given a set of patterns X = {21, 7s,..z,,} € R™, and a similarity function
d:R™ xR™ — R, an affinity matrix W can be built so that
W (i, j) = d(wx;, z;). Spectral clustering algorithms obtain a representation of

the data in a lower dimension space by solving the following optimization
problem:

méx  Tr (UTLU)
UeRnxk . (1)
s.t. vt = 1

where L = D2 W D% is the Laplacian matrix of W in accordance to [17]
and D is a diagonal matrix with the sum of the rows in VW on its main
diagonal. After U is obtained, its rows are considered as the new coordinates
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for the patterns. With this new representation, traditional clustering
algorithms are easier to apply [19].

Image segmentation spectral methods are based on the eigenvectors and
eigenvalues of a N x N matrix derived from the affinities among pixels. It
should be noted that one of the main limitations of this type of algorithms is
the amount of memory required due to the fact that the dimensions of W
exhibit quadratic growth with respect to the number of elements in the image.
A possible approach to deal with this problem is using a sparse matrix that
codes the local information from each pixel. In this representation, each
element is connected only to some of its closest neighbors, and all other
connections are assumed to be zero [19] [16]. Alternatively, the affinities of
a small set of pixels can be calculated and the remaining affinities,
approximated [11] [1].

2.1 Approximate Calculation of Eigenvectors

One of the initial proposals to define spectral clustering relates the weights
matrix W to a graph incidence matrix and to the clustering problem as a
graph partitioning problem [19]. From this perspective, each of the X;
patterns is considered as the vertex of a weighted, non-directed graph
G = (V,E) and the element W (i, j) is the weight of the edge that connect
vertex i with vertex j. Be G = (V, E) the similarity graph derived from a set
of patterns X = {1, 2o, ...,x,}, A CV a subset of sampled vertexes and
B =V — A, the remaining, non-sampled vertexes. G 4 is the graph that
results from connecting the vertexes of A to each other, and G is the graph
that results from connecting the vertexes of A to the vertexes of 3. Be W 4
the adjacency matrix of G 4 and L 4 the Laplacian matrix of G 4. Be W and
Lp the corresponding matrixes of G5, We can then formulate the adjacency
matrix of G, which we will call W, and the Laplacian matrix of G, which we
will call L, as follows:

Wa Wpg I L Lp

WL o We Lt Le

44

Considering the diagonalization of A = UA UT, using Nystrom's extension

[11]: U as approximate eigenvectors of W, an approximation

— [/‘“
~ | BTUAT!
of W, called W, can be obtained by calculating only A and B:

B
B" BTA'B

W =UAUT =
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To obtain the eigenvectors for Alnl — DWW b%, i.e. the approximate
Laplacian matrix generated from W the proposed technique can be used,
which only requires calculating L4 and Lg:

~ I’V_41 i ~ V[’fg? ]
Lai; = — Lpij = ——— )
\/ di(]j \/ did_;i+\A\
a, + b,

b, + BT A b,
A, b. represents the sum of the columns in B y b, represents the sum of the

where d = 1171 = [ ] and &, represent the sum of the rows in

rows in B. If L4 is defined positive, the approximate orthogonal

M W |
eigenvectors can be found in a single step. Be S=L4 + La *LgLp La °

and its diagonalization S=UgAsUZ", Fowkles et al [11] showed that if a
matrix V if defined as:

La ~ _% ,%
B

LN is diagonalized by V and by Agand VIV = T

2.2 Co-regularization

When the dataset has more than one representation, these representations are
referred to as "views". In the context of spectral clustering, co-regularization
techniques help support similarities in the examples in the new representation
generated from the eigenvectors of each of the views. Let
X0 = {2 2 2)} be the examples for view Vy L") the Laplacian
matrix created from X for view V. We define U™ as the matrix formed by
the first k eigenvectors corresponding to matrix L) accordance with (1).

In [14] a criterion to measure the dissimilarity degree between two
representations was proposed:

2

D(U®), U®) = || e

KU(U)HF ||KU(w)||F

F

Where K {7 (v) 1s the similarity matrix generated from the patterns in the new

representation U and ||| is Frobenius norm. If the inner product
between the vectors is used as a similarity measure, we obtain
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Ky = UWU™" | Ignoring additive and escalation constants, the previous
equation can be formulated as follows:

D(U®, U) = —Tr (UOUC) g™

The goal is minimizing the level of disagreement among the representations
obtained from each view. Therefore, the following optimization problem is
obtained that combines the individual objectives of spectral clustering and the
objective that determines the disagreement among representations:

( )HléX Tr (U(c')TL('u)bT(-i:)) 4 Ty (U'(w}TL(w)U’(w)) e
U = Rnxk:
U[UJ) = Rnxk AT?’ ([fT(U)Lr(U)TU(w)U—(IU)T)

s.t. Uw ye) = g
glyw — g (4)

The parameter A balances the objective of spectral clustering and the
disagreement among representations. The joint optimization problem can be
solved by using alternating maximization with respect Ut} and U™’ For a
given Ut the following optimization problem is obtained for U}

méx T (U(“)T (LM + )\U("“)U(“’)T) U(”))

U('E.‘)ERTLXk
s.t. U@ty —

®)

Which results in a traditional clustering algorithm with the modified
Laplacian matrix L") + AU (w)"

3. Method Proposed

Let I be an amplitude image and be R a dimension range image nxm , both
for the same scene.

1. From I and R, the approximate Laplacian matrixes L; and L are
obtained, as described in (2).

2. Let Vi be the approximate eigenvectors for L; calculated in
accordance with (3).

3. Vg, the eigenvectors of the modified Laplacian matrix
- P
Lr+ AViVr  (5) are obtained using method (2).
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4. V;, the eigenvectors of the modified Laplacian matrix

L+ /\VR%{T(S) are obtained using method (2).

V=V, Vg

A clustering algorithm is applied to V .

7. The criterion proposed in [8] is used to assess segmentation algorithm
performance. If performance improves, then go to 3; if not, end.

[©) 9]

4. Experimental Results

The performance of the segmentation algorithm proposed was assessed over
50 captured images using the MESA SwissRanger SR4000 time-of-flight
camera [6] and the entire dataset provided by the Laboratory of Multimedia
Technology and Telecommunications of the University of Padua [20].

(a) (b) (d)

Figure 1. Segmentation applied to an image captured with the SwissRanger SR4000
time-of-flight camera. (a) Amplitude image of a real scene. (b) [11] method applied to
the amplitude image. H=0.24 (c) [11] method applied to the range image. H=0.18 (d)
Proposed method A = 3. H=0.29.

The MESA SwissRanger SR4000 time-of-flight camera provides two images:
an amplitude image and a range image, both with 144 x 176 pixels. The
dataset [20] contains images captured with a time-of-flight camera and a
traditional RGB camera. The performance of the segmentation algorithm was
assessed using the criterion proposed in [8] and [18], which we called H.

The similarity function used in every case takes into account the spatial
distribution of pixels in the image and the difference between their values:

Xe = Xpllt Fe — Fyllt
Wii,j)=e sX e sY

where X (i) is the spatial location of pixel 7, (i) is the value of the i-th pixel in
the image, sX = E(|| X — X(l13) + Jo([| X — X;|1}) of the pixels in set A
and sY = E(||[F — F|lf) of the pixels in set A. Figure 1 shows the
experimental results of the method proposed applied to an image obtained with
the MESA SwissRanger SR4000 time-of-flight camera. The amplitude image of
the captured scene 1(a) presents 3 objects over a black background, all at the
same distance. One of the objects has an intensity level that is similar to that of
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the background, which makes segmentation difficult. Since all objects at the front
of the image are at the same distance, their range values will be similar. Figures
1(b) and 1(c) show the result of applying method [11] to the amplitude image and
the range image, respectively. Figure 1(d) shows the result of applying the
proposed method at the optimal operation point. The method correctly combines
the information from both noisy images to segment the objects found in the
scene. Figure 3(a) shows the performance assessed for each iteration of the
algorithm. Figure 2 shows the result of applying the proposed algorithm to a
scene in the dataset provided by the University of Padua. Figure 2(a) shows the
amplitude image for the scene. Figures 2(b) and 2(c) show the result of applying
algorithm [11] to the amplitude and range images. Separately, both images do not
provide the necessary information to extract all objects in the scene.

H'IJJJ v I
. | re
S |

(2) (b) (©) (d)

Figure 2. Segmentation of an image of the dataset provided by the University of
Padua. (a) Amplitude image of a real scene (b) H=0.11 (c) H=0.13 (d) Proposed
method using A = 3. H=0.18.

The proposed method, through co-regularization, is successful in extracting
the useful information from both images, maximizing segmentation
performance, as Figure 2(d) shows. The performance assessed in each
iteration of the algorithm is shown in Figure 3(b).

031 0185

1 2 3 4 5 1 H 3 4 5 6 7 8 a
Iteraciones Iteraciones

(@) (b)

Figure 3. Performance in relation to the number of iterations
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5. Conclusions

In this article, we presented a clustering method for segmenting images
captured by TOF cameras. The preliminary results obtained both on intensity
and range images are satisfactory. The algorithm correctly combines the
information provided by both images, even in the presence of noise, by using
co-regularization techniques. The performance obtained was better when
using semi-supervised learning instead of using concatenated characteristics
in all tested cases.

In a future stage, we plan adding color information to the segmentation
algorithm. Also, we will consider the convenience of using an alternative
disparity measure.
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