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Abstract: Metrics used on development of expert systemsisanwell investigated
problem area. This article suggests some metribe tosed to measure the maturity of
the conceptualization process and the complexitythef decision process in the
problem domain. We propose some further work todbee with these metrics.
Applying those metrics makes new and interestirapl@ms, concerning the structure
of knowledge to surface.
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1. Metrics

In software development measurement is used tageg®mome type of quantitative information to a
decision making process, in many cases relatedd@valopment project. The measurement can be
on the production process or on the product it Eelf2, 3, 4]. A metric should have different
gualities to be applicable [5, 6]. It should agida quantitative, but also objective, easy to &ind

well defined with a defined domain. The processdefeloping software is not trivial and
measurement is done with relatively high uncenaibtt there are several metrics that are widely
used today.

2. Suggested Metrics

In this section we propose some metrics that wikneine the problem domain. We will give
interpretations of the metrics and will describe &xpected development of the metrics throughout
a development project. A metric should as mentiohade certain qualities as simplicity to be
applicable. In the representations of knowledgeettsge several things that have these qualities.
Rules, concepts, attributes and levels of decortipnsare easy to count, they are objective and
they are easy to find. These things are therefoosl gandidates to be included in a metric. Then
our suggested metrics are based on rules, conedpilsutes and number of decomposition levels.

2.1. Number of Concepts, Number of Rules or Numbesf Attributes

These are a very simple metrics. It is just to ¢dbe concepts, rules and attributes. But simplicit
Is good and these could tell us something aboutctmeplexity of the domain. we expect these



metric to be increasing all the way throughout ph@ect and converge to an unknown number at
the end of the project. Since their values wilrease all the way throughout the project it is hard
use them as a metric for maturity. But it couldaeindication of maturity when their numbers
converge. The table 1 shows the interpretationbexe metrics.

Result Cause
Low * The problem area is simple
* We do not know many of the concepts in the domain y

Few known concepts, rules
or attributes

High * The domain is complex with many concepts
* We have good knowledge about the domain

Many known concepts, rules
or attributes

Table linterpretations of results from “counting metrics”

These metric could be more useful if the resulésampared to history from other projects in the
same stages. When comparing to history data itdcgat an indication of the complexity of the
project. These metrics will also be combined taeathn the following sections.

2.2. Number of Concepts in a Rule / Number of Conpés

The number of concepts in a rule is the conceptsate already included in a rule. If you have 10
concepts and 7 of them are included in one or moles the ratio will be 0.7. We believe this
metric should converge to 1 when the project maturee value will of course vary when you find
new rules and new concepts. The value of this metitl decrease when we discover new concepts
and increase when we include a new concept inea luthe value of this metric does not converge
to 1 we either miss knowledge about relations betwancepts in the domain or we have concepts
in our knowledge base that are not used and mksly liuninteresting. These concepts should
therefore be removed. The interpretation of thisrimés shown in the table 2.

Result Cause
Low * We miss knowledge about the concepts and theaetabetween
concepts
Many concepts not * We have many concepts that are uninteresting irkioowledge base
included in a rule
High * We have good knowledge about the concepts
» We have few uninteresting concepts in the knowlduige
Most cloncepts included « There are many relations in the domain
in arule

Table 2interpretation of results from “concepts in rulaicepts”

This metric will give a measure of the maturitytioé knowledge base. If the value is close to 1 this
it an indication that the knowledge base is matBrg.pay attention to those cases where there are
many relations in the domain. If there are a plesftyelations this metric can give a high value
without a mature knowledge base as well. This mésdritherefore best to use for simple projects or
together with a metric for complexity.



2.3. Number of Attributes in a Rule / Number of Atributes

This metric is similar to the previous one but weext it to be easier to discover the concepts that
the attributes. Because the attributes may notdmodered before we need them it is a bit difficult
to use them as a measure of maturity. But if weehawised attributes we may miss something or
we have included attributes that are unnecesdatyislis the case we should look at the reason and
especially if the value of this metric is low. Thigetric could therefore be used as an indicator or
alarm.

2.4. Number of Concepts / Number of Rules

This metric shows the development of the numbeulels compared to the number of concepts. We
expect that most concepts contribute to the creatiat least one or most likely several rules. And
with good knowledge about the relations in the donthis metric will in most cases decrease
below 1.0. In highly related problem domain wiletlialue be much lower than 1.0. This metric can
still have a high value at the same time as we havature knowledge base. In the cases where the
domain only contains a small set of very compldatiens the number of rules will be low, but the
number of concepts will be high. we recommend coimlii this metric with some metric for
complexity of the domain. Interpretation of the ritets found in Table 2.

Result Cause

Low * We know the relations of the domain and have a reatule-base
* The domain is mature

Many rules » Complex domain with many relations
e Redundant rules

High * We do not know the rules of the domain well enough

* The domain is not very mature. The relations in dognain are not
Few rules known.

* We have too many uninteresting concepts
» Many concepts are only included in one or few, \@mnplex rules.

Table 2interpretation of “concepts/rules”

2.5. Average Number of Attributes per Concept

This metric is an indication of the complexity betdomain. A high value means that each concept
has several related attributes and this indicate®i@ complex domain. It can also be used as a
metric for maturity. We expect the value to varyidg the project as we discover new concepts and
new attributes. In the start of the project it iesghlikely that we find the most important concepts
which have the highest number of related attributesthe project develops new concepts will be
found. We believe that the concepts found in theedgarts of the project will have fewer related
attributes than then ones found in the start ofpiftugect and the value will therefore decrease. It
will converge at the end of the project, when nevrmncepts and attributes are found. This
indicates that the knowledge base is maturing. Tiddde 3 shows our interpretations of the metric.
As we see a different number of concepts could tfiissmetric different outcome or value.



Result Cause

Low * The problem domain is simple and each concept feaventeresting
attributes

Few attributes per | « There are many concepts with few attributes

concept * We do not know the problem domain well, we havedistovered all
the necessary attributes

High » The domain is big and complex

» There are few concepts with many related attributes

Many attributes pef « \We have good knowledge about the problem domain
concept

Table 3 interpretations “Average attributes/concept

2.6. A*(Number of Concepts) + B*(Average Number oAttributes Per Concept)

To get a better indication of the complexity of §hedject we suggest combining the number of
concepts and the average number of attributesgrerept. This will remove the different outcomes
in average number of attributes per concept thatsaaised by the number of concepts. To be able
to get a reasonable result the two metrics mustdighted by the factors A and B. To be able to
find values for these factors we propose usinghystiata. This is not within the scope of this pape
and will therefore not be done here.

2.7. Average Number of Levels in Decision Tree

For the tasks that are decomposed this averagenest likely increase throughout the project and
stabilize to the end of the project. The metricatculated by just counting the levels of the deais
trees, add them, and divided the sum on the nuofiteees. Given the example in Figure 1 we will
get the following result: (4+3)/2=3.5.

Figure 1 decision trees

The Table 4 shows our interpretations of the me#&ibhigh degree of composition can indicate high
complexity but also a high degree of understandirthe decision.



Result Cause

Low * The domain is simple

* We have not decomposed the decisions
Few levels of « We do not have complete knowledge about the domain
decomposition « We have discovered all decisions but not decompthssdyet
High e The domain is complex

» We have good knowledge about the domain
Many levels of We totally miss information about some decisionth@domain, which
decomposition would have decreased the average.

Table 4interpretation of results “Average levels in demis”

2.8. Average Number of Concepts Included in Each Rel

Each rule contains one or more concepts. The numwibeoncepts included in a rule could be a
measurement of the complexity of the problem. Wpeek this number to be increasing as we
discover more complex relationships within the peab domain. At the end of the project we

suggest that the value converges to a constarg.cbimvergence could be an indication of maturity
of the knowledge base. The table 5 shows our irg&pons of this metric. We see that the number
of rules and the degree of decomposition affeatsailitcome of this metric, but if the average is
high it is likely that we have a complex domain.

Result Cause
Low » The problem domain has low complexity

* We do not have completed knowledge about the ridesa concept and
Few interrelations between concepts

attributes  Several rules are not complete/mature and they amesor more concept to be
per concept|  completed

* Many simple rules and few complex rules
* Rules are decomposed into more rules

High » High complexity
* The rules are completed
Many * We have good knowledge about the domain

attributes | « There are very few but very complex rules
perconcept| . The rules are not decomposed or at least not ighedegree

Table 5interpretations “Average concept in each rule”

2.9. Average Number of Attributes Included in EachRule

This metric will be similar to the last one butduld give a better measure of the complexity ef th
domain especially in those cases where many rulesdapendent of many attributes of few
concepts. This metric will then indicate a high gbexity where the previous one indicated low
complexity. This metric will unfortunately still b#ependent of the number of rules and the degree
of decomposition.



2.10. A*Average Number of Attributes in Rule + B*Number of Rules + C*
Average Number of Decomposition Levels

To try to remove the dependencies from the previmetric we would suppose to combine
attributes, rules and decomposition levels into imegric to better understand the complexity of the
domain. The constants A, B and C must be found usthof historical data.

2.11. Average Number of Rules Each Concept Is Indlied in

One concept could be included in one but mostylikebre than one rule. The average number of
rules a concept is included in could give us ancettbn of complexity. We expect it to increase
throughout the project as more rules are madehdfet is found a lot of new concepts it may
decrease a bit. But in the end of the project virgktit is more likely to find more rules than new
concepts. If the number of concepts is very highrtmber of rules could be low and we could still
have a very complex domain. At the end of the mtojee believe this metric should converge and
thus it could be used as an indication of maturlige table 6 shows our interpretations of this
metric.

Result Cause
Low * The domain is simple

» The concepts of the domain is not strongly related
Each concept is * The knowledge about the problem area is sparse

included in few rules . \we know all or may of the concepts of the areaweitio not know all
the relations yet
* There are a lot of concepts without many rules

High » The domain has many relations and it is complex
» We have good knowledge about the domain

Each concept is  We may totally miss some concepts of the domain

included in many

rules

Table 6interpretations “Average rules each concept is in”

2.12. A*Average Number of Rules Each Concept Is Imgded in*B*Number of
Concepts

To remove the dependency of the number of condemts the last metric we would propose to
combine the previous metric with the number of emts. The constants must, as mentioned, be
found by use of history data.

2.13. Average Number of Rules Each Attribute Is Inkuded in

We expect this metric to have a similar developntening the project as the previous one with
concepts. But we think it is more likely to discoveore new attributes throughout the project than
new concepts, so the value could vary a bit moam twhat we saw in Figure 6. We expect this
value to converge at the end of the conceptuatizaphase as well. The table 7 shows our
interpretations of this metric.



Result Cause

Low * The domain is simple

* We do not have a mature knowledge base
Each attribute i$ « The domain is not strongly related

i”|C|Uded in - few| . we do not have a lot of knowledge about the domain
rules

High  The domain is strongly bound together
_ | *We have good knowledge about the domain
Each attribute i$ « We miss many attributes which would decrease thésame. We hav

incl:luded in_many good knowledge about just parts of the domain.
rules

112

Table 7interpretations “Average rules each attribute 1s in

2.14. For all Levels (Number of Decisions at Leveki) / Total Number of
Decisions

This metric will give an indication of the tree whdof the decision trees. If the main decisions
consist of many different decisions of if the dems and the end of the tree are very detailed. We
expect that the value of this metric will be in@ieg throughout the project and stabilize at some
point between 1.0 and the depth of the tree. Tebahderstand the metric please see example 1 in
Figure 8 and example 2 in Figure 9.

Figure 8 example 1: deep tree Figure 8 example 2: wide tree

With the number of decisions at a level, timesléwel, for instance 2 decisions at level 4 in Feur
8 will give 2*4. The two examples in Table would/githese results respectively:

Example| Result
1 (*1+2*2+3*3+2*4)
8

* * *
2 @ 1+482+3 3) _ 905

Table 8result from examples

=2875

We see that the results indicate that the firg isedeeper than second one. We think this can help
to show how the decisions in the problem domain Bnés metric could give an indication of what



kind of decision trees we have on thus what king¢ahplexity we have. The table 9 shows our
interpretations of this metric.

Result Cause
Low » The decisions are based on many decisions at aléngh (close to the
root of the tree).

Most decisions at a. The decision process is not very complex
high level « We have not yet decomposed the tree
High * Few decisions are based on simple decisions. Mesisidns contain
many decisions at a low level.
Many decisions aree We have decomposed the tree
taken at a low level| « The decision process is complex

174

Table 9interpretations “Sum of Decision levels/number e€idions”

3. Applying the Metrics to Real World

To evaluate our metrics, we have used data fronfitighed expert systems. They were developed
as part of the author's master thesis at ITBA {&aaes 10 and 11).

System 1 Work Accidents

Reference Help Assistant on Work Risksin Argentinean Law. (See [8]).
Author Paola V. Britos

Description This system should help the user to search in tlge®itinean laws for materigl
regarding occupational accidents. A lot of timespent by the lawyers to search
for the right material and this system is meartiélp them in their search.

Table 10description of system 1

System 2 Airport Control

Reference Expert System for Decission Making Training in an Information & Control Air
Traffic Center. (See [8]).

Author Jorge Salvador lerache
Description The system described in this thesis is a decisippat system for airport contrpl
towers.

Table 11description of system 2



4. Some Results

We will here present the results from the expesteays described in the last section:

Number of Concepts, Number of Rules or Number of Atibutes

System number 1 2

Number of Concepts 17 20
Number of Attributes| 81| 126
Number of Rules 472 15b

These metrics are used as basis for other melButghey can
also give an indication of the size of the systeenhave. We
see that system 1 has quite many rules. This iausecthe
system contains several simple rules concerningcgseh of
the right document or right law to look up.

Number of Concepts in a Rule / Number of Concepts

System number 1 2
Number of Concepts 7 19
in a Rule

Number of Concepts 17 20
Result 0.41 0.95

This metric indicates that system 1 has severateqms that
are not related to anything and the knowledge egishould
therefore start working with those concepts.

Number of Attributes in a Rule / Number of Attribut es

System number

1

2

Nber of Attributes ir
a Rule

50

121

Number of Attributes

81

126

Result

0.62

0.96

We see the same indication here as we did witlatemetric.
System 1 needs to focus on those concepts anbduddisi not
included in any rule or at least find the explamatof the
result.

Number of Concepts / Number of Rules

System number 1 2
Number of Concepts 17 20
Number of Rules 472 15b
Result 0.04 0.13

These resulting numbers are very small and it rdl & give
some conclusions based on these numbers. But it dm
interesting to follow the development of this figuhroughout
a project.

Average Number of Attributes per Concept

System number 1 2
Number of Attributes| 81| 126
Number of Concepts 17 20
Average 4.76 6.3

The number of attributes per concept can give usdination
of the complexity of the concepts in the domain. Wtserve
that the result indicates that system 2’s domainmisre
complex.

Average Number of Levels in Decision Tree

System number 1 2
Decomposed NA | NA
decisions

Average NA| NA

Decision trees were not used to represent knowlatgieese
projects. The structure of the knowledge lead tattorg the
application of this and other metrics concerningateposed
decisions.



Average Number of Concepts Included in Each Rule

System number 1 2 We see that system two has more concepts includadtule.
Average 1.241.64| This is an indication that system 2 may have a necoraplex
domain.

Average Number of Attributes Included in each Rule

System number 1 2 This metric is very similar to the previous one dniddicates
Average 2.112.81| the same. The domain of system 2 is more complax the
one of system 1.

A*Average Number of Attributes in Rule + B*Number of Rules + C* Average Number of
Decomposition Levels

System number 1 2 We will use all the constants set to 1 since waakchave any
Attributes in rule 2.172.81| historical data from previous projects.

Number of rules 472 155 Decision trees were as mentioned above not usenyirof the
Average NA | NA | projects. Because of that we omitted applying niégric.
decomposition levels

Sum NA | NA

A*Average Number of Rules each Concept Is Includeth*B*Number of Concepts

System number 1 2 | We have also used 1 for the constants in this meinice we
Average rules eagh34.5| 15| do not have any historical data so far.

concept is in These results indicate that domain 1 is a biggenaio with
Number of concepts 17 20 several relations.

Sum 586.5 300

Average Number of Rules each Attribute Is Includedn

System number 1 2 We see the same here as we did in the two lastianetr
Result 12.6 3.45] System 1 has more relations between the attribthies
system 2.

Average Number of Rules Each Concept Is Included in

System number 1 2 We see that system 1 has more discovered ruleserage
Average 34.3 15.0| that system 2. This could be an indication of fevedations in
domain 2.

For all Levels (Number of decisions at level i*i) Total Number of Decisions

System number 1 2 Decision trees were unfortunately not used andyamplthis
Result NA| NA| metric was omitted.




5. Conclusions

The intention of this paper was examining the pgoblomain and showing the need for metrics in
this domain. The metrics were suggested with ar#gieal background to create a discussion
around use of metrics in the conceptualization @ltdsan expert system development. We applied
most of the proposed metrics to two different ekggstems. This is not a large enough data set to
draw any statistical conclusions. At this point thetrics serve as indicators and the trend seems to
be that system 2 has a more complex domain th&grays. This seems reasonable enough. System
2 is an airport control system and system 1 isstéesy for finding the right law or text concerning
accidents at work. The metrics also show concepishware not included in any rule. This should
alert the knowledge engineer and tell him to foonshese concepts.
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