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ABSTRACT

The Semantic Web is a future vision of the current web in
which the resources have exact meaning. The meaning of
resources is given by means of ontology definitions. When
these ontologies are defined in isolation, the union of two
or more ontologies can result in inconsistencies. Resolv-
ing such inconsistencies in order to put the ontologies into
mutual agreement is known as ontology integration. In this
paper, we briefly survey the languages for representing in-
formation in the web and the Semantic Web. We also review
some methodologies for performing ontology integration.
Part of our current research is focused into providing alter-
native representations of current standards for defining on-
tologies in order to overcome the problems associated with
the traditional methods for ontology integration.

Keywords: World Wide Web, Semantic Web, On-
tology languages, Ontology integration.

1 INTRODUCTION

The current World Wide Web (WWW) is based pri-
marily on documents written for visual presentation
for human users and not for being understood by com-
puter programs. The Semantic Web [3] is a future vi-
sion of the web where information has exact meaning,
thus enabling computers to understand and reason on
information on the web.

The Semantic Web addresses the problem of as-
signing semantics to web resources by means of on-
tology definitions. In the context of knowledge shar-
ing, the term ontology means a specification of a con-
ceptualization. That is, an ontology is a description
of the concepts and relationships that can exist for
an agent or a community of agents [8]. Ontologies
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are described in an ontology description language,
usually based on very-expressive Description Logics
(DL) [2]. As ontologies are usually developed inde-
pendently, their combination could result in incoher-
ences and inconsistencies. The problem of combining
two or more different ontologies in order to obtain a
unified, consistent ontology is known as ontology in-
tegration.

In this research line, we are working on develop-
ing alternative representations for ontologies in order
to solve the problem of integrating successfully two
or more inconsistent and incoherent ontologies. With
that goal in mind, in this paper we explore the issues
concerning the representation of knowledge in the Se-
mantic Web and in particular the problem of ontology
integration.

The rest of the paper is structured as follows. Sec-
tion 2 surveys languages for the representation of doc-
uments in the web and Semantic Web. Section 3
presents the general framework of the problem of on-
tology integration and surveys approaches found in
the literature. Finally Section 4 concludes the paper.

2 KNOWLEDGE REPRESENTATION
LANGUAGES IN THE WEB

In this section we briefly describe the languages for
representing information in the Web and in the Se-
mantic Web.

2.1 Hypertext Markup Language

HyperText Markup Language (HTML) [22] is a
markup language designed for the creation of web
pages to be displayed in a web browser. HTML is
used to structure information (denoting certain text
as headings, paragraphs, lists, etc.) and to describe
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the appearance of a document. Cascading Style
Sheets (CSS) [12] is a stylesheet language used to
describe the presentation of an HTML document but
enabling the separation of document content (writ-
ten in HTML) from document presentation (written in
CSS). This separation improves content accessibility,
providing more flexibility and control in the specifi-
cation of presentational characteristics, thus reducing
complexity and repetition in the structural content.

Besides publishing content in the form of web
documents, HTML can be used for building front-
ends for web-based applications. In such systems,
user input is collected through HTML forms. In-
put is performed by using form elements (e.g., text
fields, textarea fields, drop-down menus, radio but-
tons, checkboxes, etc.). For extending simple web
form capabilities, Javascript scripts can be used to add
validation and interactivity without increasing server-
side overhead.

2.2 Extensible Markup Language

The Extensible Markup Language (XML) [14] is
a general-purpose markup language for creating
special-purpose markup languages, capable of de-
scribing many different kinds of data. Its primary pur-
pose is to facilitate the sharing of data across different
systems, particularly systems connected via the Inter-
net. Those systems must agree the common format of
the XML documents they interchange.

The purpose of a Document Type Definition (DTD)
is to define the legal building blocks of an XML doc-
ument. It defines the document structure with a list of
legal elements. DTDs are not defined as XML docu-
ments but in a different language. Then XML Schema
was developed as an XML-based alternative to DTDs.

The EXtensible HyperText Markup Language
(XHTML) [19] is a stricter and cleaner version of
HTML which is aimed to replace HTML. Basically,
XHTML is HTML redefined as an XML applica-
tion. In the framework of XHTML, web forms have
also being redefined as an XML application—XForms
uses XML for data definition and HTML or XHTML
for data display. XForms separates the data logic of
a form from its presentation. In this way the XForms
data can be defined independent of how the end-user
will interact with the application.

2.3 Resource Description Framework

The Resource Description Framework (RDF) [13] is
standard for describing resources on the Web, such as
the title, author, modification date, content, and copy-
right information of a Web page. RDF was designed
to provide a common way to describe information so

it can be read and understood by computer applica-
tions. RDF descriptions are not designed to be dis-
played on the web. RDF documents are written in
an XML language called RDF/XML. By using XML,
RDF information can easily be exchanged among dif-
ferent types of computers using different types of op-
erating systems and application languages. While
XML provides syntactic support for RDF, graph the-
ory provides semantic support for RDF.

The base element of the RDF model is the triple:
a resource (the subject) is linked to another resource
(the object) through an arc labeled with a third re-
source (the predicate) [5]. We will say that “subject”
has a property “predicate” valued by “object”. For ex-
ample, the triple 〈http://cs.uns.edu.ar/˜sag/index.htm,
http://purl.org/DC/Creator, mailto:sag@cs.uns.edu.
ar〉 could be read as “Gomez is the creator of in-
dex.htm”. All the triples result in a directed graph,
whose nodes and arcs are all labeled with qualified
URIs. This graph describes resources with classes,
properties, and values.

In addition, RDF also needs a way to de-
fine application-specific classes and properties.
Application-specific classes and properties must be
defined using extensions such as RDF Schema
(RDFS). RDFS does not provide actual application-
specific classes and properties. Instead RDFS pro-
vides the framework to describe application-specific
classes and properties. Classes in RDFS are much like
classes in object oriented programming languages; in
particular, RDFS allows resources to be defined as in-
stances of classes, and subclasses of classes.

2.4 DARPA Agent Markup Language

RDF and provide a basic feature set for informa-
tion modeling. This simplicity makes it a sort of as-
sembly language on top of which almost every other
information-modeling method can be overlaid. How-
ever, in response to the need of data types, a con-
sistent expression for enumerations, and other facil-
ities, the DARPA Agent Markup Language (DAML)
was released as DAML-ONT [15], a simple language
for expressing more sophisticated RDF class defin-
itions than those permitted by RDFS. The DAML
group joined efforts with the Ontology Inference
Layer (OIL) [7], a project that aimed at provid-
ing more sophisticated classification, using constructs
from frame-based AI. The result of these efforts is
DAML+OIL [6] which also adds facilities for data
typing based on the type definitions provided in the
XML Schema Definition Language (XSDL).

DAML+OIL model is based on very expressive De-
scription Logics. Description Logics (DL) [2] are a



well-known family of knowledge representation for-
malisms. They are based on the notions of con-
cepts (unary predicates, classes) and roles (binary re-
lations), and are mainly characterized by constructors
that allow complex concepts and roles to be built from
atomic ones. The expressive power of a DL system
is determined by the constructs available for building
concept descriptions, and by the way these descrip-
tions can be used in the terminological (Tbox) and
assertional (Abox) components of the system.

2.5 Ontology Web Language

The Ontology Web Language (OWL) [16] is built on
top of RDF. OWL was designed to be interpreted by
computers and not for being read by people. OWL
and RDF are much alike, but OWL is a stronger
language with greater machine interpretability than
RDF (for instance, OWL comes with a larger vo-
cabulary and stronger syntax than RDF). OWL has
three increasingly-expressive sublanguages: OWL
Lite, OWL DL, and OWL Full. As in the case of
RDF, by using XML, OWL information can easily
be exchanged among different types of computers us-
ing different types of operating system and applica-
tion languages.

In addition, OWL makes an open world assump-
tion. That is, descriptions of resources are not con-
fined to a single file or scope. While class C1 may be
defined originally in ontology O1, it can be extended
in other ontologies. The consequences of these addi-
tional propositions about C1 are monotonic. New in-
formation cannot retract previous information. New
information can be contradictory, but facts and entail-
ments can only be added, never deleted. The possibil-
ity of such contradictions is something the designer
of an ontology needs to take into consideration. The
W3C Recommendation expects that tool support will
help detect such cases [16].

3 ONTOLOGY INTEGRATION

Combining two or more ontologies into one single
ontology is usually known as integration. However,
the terminology regarding the ontology integration
field is very disparate and sometimes contradictory
as several authors propose different classifications of
the terminology (e.g., [10] and [20]). In this section,
we briefly review the terminology associated with the
subfield of ontology integration and also present a re-
view of some methods for ontology integration.

Combining refers to using two or more different
ontologies for a task in which their relation is im-
portant [10]; however, other authors see this notion
as just using ontologies [20]; i. e., the integration of
ontologies into applications. Merging/integration is

the process of creating a new ontology from two or
more existing ontologies with overlapping parts [10].
Pinto et. al. [20] distinguish between integration of
ontologies (when building a new ontology reusing
other available ontologies) and merging of different
ontologies about the same subject into a single one
that unifies all of them.

Integrated ontologies could not be in agreement.
Therefore, aligning is the process of bringing two or
more ontologies into mutual agreement, making them
consistent and coherent [10]. In order to do this a map
must be built, thus mapping consists of relating simi-
lar concepts or relations from different sources to each
other using an equivalence relation [10]. Articulation
is the point of linkage between two aligned ontolo-
gies [10]. Articulation points can have the semantics
equivalent, subsumes (is-a), property (part-of
and/or has-knowledge-of) [18].

Changes to an ontology result in the production of
another ontology. Transforming consists of changing
the semantics of an ontology slightly to make it suit-
able for a purpose different than the original one. A
version is the result of a change to an ontology. Ver-
sioning is a mechanism for keeping track between old
and new evolved ontologies.

3.1 Hasse and Motik’s Approach

To enable interoperability between applications in
distributed information systems based on heteroge-
neous ontologies, it is necessary to formally define
the notion of a mapping between ontologies. In [9],
Haase and Motik define a mapping system for OWL-
DL ontologies, where mappings are expressed as cor-
respondences between conjunctive queries over on-
tologies. As query answering within such a general
mapping system is undecidable, they identify a de-
cidable fragment of the mapping system, which cor-
responds to OWL-DL extended with DL-safe rules.
They also show how the mapping system can be ap-
plied for the task of ontology integration and present
a query answering algorithm.

3.2 Pinto and Martins’ Approach

In [21], Pinto and Martins describe the activities that
compose the process of ontology integration and de-
scribe methodology to perform the ontology integra-
tion process. Their methodology is composed of the
following steps: (1) identifying the integration pos-
sibility; (2) identifying modules involved; (3) identi-
fying assumptions and ontological commitments; (4)
identifying the knowledge to be represented in each
module; (5) identifying candidate ontologies; (6) get-
ting candidate ontologies; (7) studying and analyzing
candidate ontologies; (8) choosing source ontologies;



(9) applying integration operations, and (10) analyz-
ing the resulting ontology.

3.3 Wiesman et. al. Approach

In [23], Wiesman proposes a domain independent
method for handling interoperability problems by
learning a mapping between ontologies. The learn-
ing method is based on exchanging instances of con-
cepts that are defined in the ontologies. The method
starts with identifying pairs of instances of concepts
denoting the same entity in the world using informa-
tion retrieval techniques, followed by proposing and
evaluating mappings between the ontologies using the
pairs of instances. For each step of this method, the
likelihood that a decision is correct is taken into ac-
count. Important benefits of the method are that (a)
no domain knowledge is required, and (b) the struc-
tures of ontologies between which a mapping must be
established play no role.

3.4 Li et. al. Approach

In [11], a novel agent-based ontology integration
framework is developed for agents which consume
ontologies in ontology-based applications as well as
engage in tasks of ontology integration. The cor-
responding ontology integration mechanism is dis-
cussed. Derived ontologies can be reused in the sys-
tem. A prototype is built by using the JADE agent
platform for evaluation.

3.5 Alasoud et. al. Approach

In [1], Alasoud et. al. propose a framework for on-
tology integration which is a hybrid of materialized
(data warehouse) and virtual views. They have devel-
oped a prototype of the proposed framework. The au-
thors claim that, while much work is still ahead, their
experiments so far indicate that the ideas used in this
work are promising which may result in significant
theoretical as well as practical contributions.

3.6 Mitra et. al. Approach

In [17], Mitra presents an Ontology-Composition Al-
gebra that consists of a set of basic operators that can
be used to manipulate ontologies. The algebraic oper-
ators can be used to declaratively specify how to com-
pose new, derived ontologies from the existing source
ontologies. A declarative specification allows easy
replay of the composition task when source ontolo-
gies change and the change needs to be propagated
to the derived ontologies. If there does not exist a
means to quickly and easily update the derived on-
tologies when the source ontologies change, the de-
rived ontologies supply stale and often inconsistent

information to its clients. Before multiple ontologies
can be composed, the semantic heterogeneity among
these ontologies must be resolved and a set of artic-
ulation rules established that specify the correlation
among related concepts across source ontologies. Mi-
tra has decoupled the algebraic machinery that is used
to manipulate ontologies from the component that de-
rives the semantic correspondence among ontologies
to create two distinct components: (1) articulation-
rule generating functions generate articulation rules
among pairs of ontologies, and (2) algebraic opera-
tors use the articulation rules to compose the source
ontologies. Articulation-rule generation functions can
be implemented as semi-automatic subroutines that
deploy heuristic algorithms to articulate ontologies.
Empirical evidence shows that semi-automatic artic-
ulation generating functions can be implemented and
form an useful component of information composi-
tion tools. The Ontology-Composition Algebra has
unary and binary operations that enable an ontology
composer to select interesting portions of ontologies
and compose them. The properties of the algebraic
operators are characterized and the necessary and suf-
ficient conditions for the optimization of composi-
tion tasks have are identified. Most of these proper-
ties depend upon properties of the articulation gener-
ation function employed to resolve the semantic het-
erogeneity among the ontologies being composed.

3.7 Calvanese et. al. Approach

Some authors consider the integration of ontologies
with respect to a central ontology. The web is re-
garded as constituted by a variety of information
sources, each expressed over a certain ontology. In
order to extract information from such sources, their
semantic integration and reconciliation in terms of a
global ontology is required. In [4], Calvanese et. al.
address the fundamental problem of how to specify
the mapping between the global ontology and the lo-
cal ontologies. They argue that for capturing such
mapping in an appropriate way, the notion of query
is a crucial one, since it is very likely that a concept
in one ontology corresponds to a view (i. e., a query)
over the other ontologies. As a result query process-
ing in ontology integration systems is strongly related
to view-based query answering in data integration.

4 CONCLUSION AND WORK IN PROGRESS

The Semantic Web is a promising research topic that
will allow the construction of intelligent applications
capable of understanding the contents on the web.
The power of such applications will rely on metadata
expressed as ontologies. However as ontologies are
usually developed in isolation, they can be inconsis-
tent and incoherent respect each other. The task of



joining two or more ontologies into one consistent on-
tology is known as ontology integration.

Although many research has been done in the area
of ontology integration, the field still remains open. In
this paper, we have surveyed the languages for repre-
sentation of information in the web and the Semantic
Web. We have also reviewed the problems associated
with the field of ontology integration. In this research
line, we are working in alternative representations for
ontologies in order to solve the problem of integrating
successfully two or more inconsistent and incoherent
ontologies.
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