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Abstract 

 
In some cases, low resolution of those 

images composing a video film hinders the proper 
visual interpretation of its data. A typical example 
of this is video obtained from security cameras.  

There thus exists the need to count with 
some method allowing the processing of such 
information in order to obtain a better quality and 
a higher level of detail of those images.   
 This gives rise to the possibility of 
making a more reliable interpretation of images, 
all of which eases the determination of, for 
example, some people face features or a car plate 
numbers.   
 Nowadays, there exist some techniques 
that are related to this topic (called Image Super-
Resolution techniques), though in the theoretical 
field in principle. Besides, there is no integral 
solution presented as integral product for its 
utilization.  
  This paper presents the preliminary results 
of the Super-Resolution techniques applied to 
video sequences with the possibility of using 
quality enhancement preprocessing in each 
individual image.  
 
Key Words: Super Resolution, Image 
Enhancement, Image Processing  
 

 
Introduction  

 
When taking an image with a digital 

camera, or digitizing a video sequence, the 
following problem arises: the information that we 
photograph has to be discretized and reflected in 
pixels so that it can be represented in a computer. 
We thus lose both spatial information (we take a 
real life image into a discrete and finite pixel grid) 
and information of each pixel intensity (we take 
the brightness and color levels to, for example, a 
scale of 256 intensity levels in gray scale). 

Graphically, the following images show a 
simulated example 

 
 

 
Figure 1. Image to be photographed 
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Figure 2. Digitalized Image  

 
Let Figure 1 be a version to be 

photographed (this is only an assumption since it 
is obvious that this has already been digitalized). 
Notice how the information has been lost in both 
senses (space and intensity of each pixel) 

 
Even though the example has been taken 

to the extreme, it is not unusual that video film 
images taken with security cameras are of poor 
quality. To this problem some other complications 
are added, such as noisy images, blurred images, 
out of focus, etc.   

 
 

Enhancing an image 
 

 The simplest way of obtaining a basic 
enhancement in an image resolution is applying 
this image to some of the so-called interpolation 
techniques. The most popular are bicubic, 
bilinear, and the nearest neighbor technique (here 
mentioned decreasingly, taking into account the 
quality of the result obtained). Even though such 
methods present a fast solution, this is not enough 
in surveys, in which the certainty of the observed 
information in the image must be the highest.  
  

Although there exist some other methods 
that allow achieving an even greater enhancement, 
there are yet not enough to the effects of obtaining 
a significant optimization.   
 
 

Taking advantage of an image sequence  
 
 When we count with a video sequence 
where the information of a frame and the 
following is almost the same (i.e., the captured 
movement throughout the video sequence is 
relatively smooth), we can achieve an 
improvement in the problem previously described.   

 
 

 
This is achieved by means of a technique 

called Image Super-Resolution [1], [2], [7], [14], 
which is based on taking advantage of non-
redundant information of a video sequence in 
order to obtain as result an image of higher 
resolution. 

 
Super-Resolution allows minimizing the 

discretization problem and the quantification 
error. The first problem can be summed up as the 
dilemma of determining in which pixel certain 
part of the photographed image should be placed; 
whereas the second problem is presented when we 
have to decide how intense such pixel should be, 
taking into account that we have a finite number 
of values that can be assigned to.  

 
Figure 3 depicts the first problem. We can 

easily determine that the gray point must be stored 
in position (3,4) of the pixel matrix that make up 
the image. But, where should the black point be 
stored? (In practice, a quite used solution to this 
problem is to encompass more than one pixel in 
order to represent the point. In the example just 
mentioned, this would mean reflecting the black 
point observed in positions (1,1); (1,2); (2,1); 
(2,2) of the captured image with a lesser intensity 
than the real one. From this, the concept of Point 
Spread Function or PSF arises, which refers to 
how much the fraction of the observed target will 
influence the neighbor area of the pixels 
representing such fraction in the image once it is 
digitalized).  

 
 

 
Figure 3. Two points that should be 

reflected in the image  
 
 

 Figure 4 shows the quantification 
problem. Assuming that a pixel (x,y) of an image 
deserves an intensity level of 122.6, such pixel 
will have to be stored with level 123, though this 
may not correspond to the observed value.  
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Figure 4. A pixel light intensity  

 
 Let’s see now how Super-Resolution 
techniques can help us with the problems 
presented in this paper.  
 Basically, the proposed solution is to 
generate a mean of the most correct position in 
which a pixel represents a fraction of the real 
image. In consequence, if there are 3 images 
similar to Figure 3, where in the first the black 
point is stored in position (1,1), in the second in 
position (1,2), and in the third in position (2,1), 
we can determine that the optimal solution is to 
store the black point in position (1,1).  
 On the other hand, a media of each pixel 
can be obtained between the images that make up 
the video sequence. In this way, if there are 3 
images, in which the pixel (x,y) in question has an 
intensity value of 123 in the first image, 122 in the 
second, and 124 in the third, we will observe that 
the most correct value for this will be of 123.  
 

Though presented in a simplified way, the 
Super-Resolution basis is the previously 
described. The initial difficulty lies in the fact that 
the filmed object movement in the video sequence 
is not generally smooth, or that the camera itself is 
the one which generates movement in the 
objective. The problem in this assumption is to 
determine which pixels of a frame correspond to 
the pixels of the previous frame. 
 
 Now, here appear the motion 
compensation techniques [9], [10], [11], which are 
used together with those of Super-Resolution. 
Thanks to these, we can map the pixels of those 
images contained in a video with respect to a 
reference image of this. 
 
 
 
   

 Figure 5 shows how the motion 
compensation technique works: it determines that 
pixel (1,1) of the first image has moved towards 
position (3,3) in the second one. Movement 
vectors of each pixel between an image and the 
other are thus obtained.   
 

       
Figure 5. A pixel (x,y) movement compensation  

between the first and second image. 
 

 There remains another complication. 
Generally, video films have blurred images, with 
few contrast, with noise (periodic and random), 
and even images with part of the objective of 
interest blocked.   
 The solution to these problems is to carry 
out an individual preprocessing of each image 
before applying motion compensation and Super-
Resolution.  Such preprocessing should be carried 
out according to the characteristics of the video 
we are going to deal with. That is why this cannot 
be carried out automatically, and it implies a 
custom-designed task; anyway, here we will try to 
generate an integral solution encompassing the 
three previously described aspects.  
 In brief, the main steps in the resolution 
enhancement of an image from a video sequence 
are the following:   
 

1. Individual preprocessing of each image 
according to the problem they present 
(blur, noise, etc).  

2. Movement vector estimation between a 
referential image belonging to the 
sequence and the remaining images.   

3. Application of Super-Resolution with the 
“clean” and “compensated” images. 

 
Techniques studied to the present 

 
 In order to achieve an optimal result, both 
preprocessing and motion compensation and 
Super-resolution techniques are being studied 
concurrently. We shall see now some of the 
results obtained:  
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· Preprocessing 
 

            
Figure 6a.  Inpainting  

 

                       
Figure 6b. Inpainting  

 

                  
Figure 7. Histogram Equalization  

 

                
Figure 8. Averaging  

 

           
Figure 9. Local Enhancement       

 
 

       
 

 
Figure 10. Blur from Deconvolution  

 
 
 
 
 

 

· Motion Compensation 
 

                 
Figure 11a. Block Matching Motion 

Compensation (linear motion) 
 

       
Figure 11b. Block Matching Motion 
Compensation (rotational motion) 

 

        
Figure 11c. Block Matching Motion 

Compensation (deformation) 
 
 
 

· Super Resolution by POCS 
 

 
 

     
Figure 12. Bicubic interpolation vs. Super 

Resolution technique by POCS 
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· Bayesian Interpolation  
 

 
 

   
Figure 13. Bicubic interpolation vs. MAP 

Interpolation. 
 
 
 

· Super Resolution by MAP 
 

  
 

   
Figure 14. Bicubic Interpolation vs. MAP 

Interpolation vs. Super Resolut. MAP 
 
 

Figures 6a and 6b show the “inpainting” 
or “desocclusion ” technique [15], [17], which 
regenerates the part of the image that is lacking 
from the neighboring information. 

 
Figure 7 shows the histogram equalization 

technique [16], which helps highlighting the areas 
of low contrast.  

 
Figure 8 applies the averaging technique, 

which allows eliminating noise when there is 
more than one image.  

 
Figure 9 is based on the media and the 

standard deviation of the complete image and of 
each pixel to be studied, allowing the detection of 
slight changes in the image [16]. 

 
The technique used in figure 10 allows us 

to eliminate an image blur by means of an unsharp 

mask, taking into account the Point Spread 
Function. 

 
Figures 11a, 11b and 11c show the 

technique of Block Matching Motion 
Compensation in three different situations: linear 
movement, rotational movement, and object 
deformation, respectively. 

 
 
Figure 12 shows the application of the 

technique of Super Resolution based on Projection 
Onto Convex Sets or POCS for a set of 6 images 
similar to the upper one. The bottom left image 
shows the result by means of the application of 
bicubic interpolation; while the bottom right 
shows the result when applying Super Resolution 
POCS. 
 
 
 Figure 13 shows the results obtained 
applying the technique called Maximum A 
Posteriori (MAP) [5], [6], [13], [18], which is 
based on the bayesian theory. In this case, we 
have used a single low resolution image in order 
to carry out the interpolation.  

Super-Resolution by means of MAP is 
remarkably superior with respect to the results 
compared to the technique POCS. 
 
 Figure 14 shows a comparison between 
the bicubic interpolation, the bayesian 
interpolation and the initial results obtained by 
Super Resolution MAP, using a sequence of 9 
similar low resolution images. Though almost 
unnoticeable, we can see the presence of “peaks” 
in the image obtained by Super Resolution MAP, 
which could not be recovered by either of the 
other techniques.    
 
 Proceedings were carried out in real cases 
applying the previously described techniques in 
order to obtain improvements in the quality of the 
photos, thus achieving the optimization desired by 
the user.   
 
 
 

Research Future  
 

In the MAP technique, an initial 
estimation of the enhanced image is carried out, 
using the Huber-Markov Random Field or HMRF 
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as a priori model [3], [4], [8], [12]. Later, such 
image is optimized in successive iterations.  

 
The enhancement is possible by 

combining the a priori estimation and an equation 
system which relates the a priori approximation to 
the low resolution images that make up the video 
sequence.  

 
This allows us to solve the problem in 

which the equation system resolution has more 
than one solution. This is the technique which is 
currently being under research. Even though it is a 
method that requires a great processing capacity, 
the difference in the results is really outstanding.  

 
Super Resolution by MAP uses a motion 

compensation system called Hierarchical Subpixel 
Motion Estimation or HSME, since it assumes 
that the movement of an object in a video 
sequence is not necessarily at pixel level.  

 
Hence, we have to distinguish the 

difference between the concept of movement at 
pixel level (the movement carried out by an object 
between two images, which may be registered in 
one or more pixels of distance between the first 
and second position) and the movement at 
subpixel level. In this case, the movement is very 
slight, which, being the image a discrete matrix, 
cannot reflect such change (this bounded, in turn,  
by the image resolution), turning this movement 
into a change in intensities (of gray, for instance) 
of the object in question between the images.  

 
Figure 15 explains in a simplified manner 

the concept already mentioned. The upper left 
image shows a point to be digitalized and the 
upper right image shows such point already 
captured in position (1,1).  If we assume that in 
the following frame the point has moved as 
indicated in the bottom left image, when reflecting 
such point in the pixel grid that make up the 
image, this should be done by storing it in 
positions (1,1); (1,2) and (2,2); thus obtaining an 
approximated representation of the new position 
of the point, just like the bottom right image 
shows. This representation will be also affected by 
other part of the objective captured, as can be 
observed  in Figure 16. 

 
 
 
 

 

      
 

      
Figure 15. Subpixel Movement & PSF 

 
 

      
Figure 16. Influence of PSF 

 
 

Taking into account both the object 
movement between frames at pixel level and 
subpixel level is crucial to achieve a final optimal 
result.  

 
 

Expected Results 
 

 The initial aim of the research is to 
develop an algorithm of Super Resolution by 
MAP applying HSME.  Here we priorize the 
quality of the results over performance. 
 

The following stage would encompass the 
integration of Super Resolution developed in the 
previous stage with the processing techniques of 
individual images that make up a video sequence.  
 
 The final stage of the research would 
cover the development of an integral and 
optimized software solution encompassing the 
techniques presented here in order to count with a 
complete product, accessible to end users.  
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