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Abstract

Internet traffic volumes continue to grow at a great rate. eswork opera-
tors it is important to understand and manage the traffic\bebrin order to
meet service-level agreements with their customers anivécegd-users good
communication performance.

This thesis considers three aspects of Internet traffic gemant: web
traffic modelling, bandwidth allocation to TCP flows, andfitaengineering.
The areas all have in common the need to understand and Hatetleet traffic
behaviour. For web traffic modelling the goal of the worklitseto understand
traffic behaviour and to be able to generate realistic traffeimulations and
lab experiments. For traffic engineering and bandwidttcalion to TCP flows
the purpose is to develop methods to steer and control tfiie tra

The web is one of the most popular Internet applications.réfeoto un-
derstand how aggregated Internet traffic behaves and to Ibet@lgenerate
realistic traffic for simulations and lab experiments it igpiortant to under-
stand web traffic behaviour. This thesis presents a simpbeihaf web client
traffic. Starting from a packet trace of web traffic, we demvepirical prob-
ability distributions describing session lengths, timéAsen user requests for
web pages, and the amount of data that is transferred dueitgle sser re-
quest. Using these probability distributions we implemeemteb-client traffic
generator and show that the generated traffic has the samsetdréstics as the
original web traffic, including the traffic variability (desimilar properties).

TCP is the predominant Internet transport protocol. TCPse&duby many
popular applications including the web and it is used fonggorting 80-90%
of the Internet traffic. The second aspect of traffic managenmethis the-
sis is dynamic allocation of bandwidth to TCP flows. TCP pdes a reliable
flow of data between two hosts and adapts its rate to the blaitapacity.
Network technologies such as Dynamic synchronous Traméfete (DTM)
provides channels with dynamically adjustable capacitye iBsue is to adap-



tively allocate bandwidth to TCP flows, when both TCP and thadwidth

allocation scheme can react to changes in the network loaglus%' simula-
tion to investigate the behaviour of a bandwidth allocaicheme, its effect
on TCP flows and on a network that can vary its capacity. Thelteeshow

that the bandwidth allocation scheme usually works welllfGéP flows but we

also highlight a scenario where packet loss makes the fekdhachanisms
interact in an unfavourable way.

The objective of traffic engineering is to avoid congestiornhe network
and to make good use of available resources by controllidgatimising the
routing. The challenge for traffic engineering in IP netwsikto cope with the
dynamics of Internet traffic demands. This thesis propdssanced routings
that route the traffic on the shortest paths possible but reafe that no link
is utilised to more than a given levklif possible. L-balanced routing gives
efficient routing of traffic and controlled spare capacithémdle unpredictable
changes in traffic. We present kbalanced routing algorithm based on multi-
commodity flow optimisation. We also present a heuristicaeanethod for
finding I-balanced weight settings for the legacy routing proto@®°F and
IS-IS. We show that the search and the resulting weighnsggttivork well in
real network scenarios.
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Chapter 1

Introduction

1.1 Internet — a network of networks

The Internet is a worldwide communication network that eota hundreds of
millions of hosts and Internet users [1, 2]. It is a giantastructure of optical
fibres, copper wires and wireless connections that via paskiéches connect
a wide variety of end-hosts: ranging from traditional webvees, PC:s and
laptop computers, to cell phones and smaller devices englodddur homes,
in cars and in the environment around us. The Internet is aisimfrastruc-

ture that supports a diversity of applications like the wailajl, file sharing,

telephony, radio, video and TV distribution, games, bagkind commerce
of many kinds; and where new applications constantly areldped and de-
ployed.

Taken as a whole the Internetis a very complex system. Tooget Struc-
ture in this, one could notice two things: First, the Intérisea network of
networks. It consists of a large number of smaller and inddpetly managed
networks. Secondly, the protocols that define how Interoetraunication is
done are structured into layers with different functiotyali

The Internet is a network of interconnected heterogeneetisarks of
different sizes, different capacities, and under diffeé@ministrations. The
hundreds of thousands of networks that constitute theriateare connected
together in a loose hierarchy. At the top there are a smallbaurof tier-1
operators with large international high-capacity netvgorkhe tier-1 networks
directly connect to each other and the operators have gepagreements that
allow data to flow between the networks without charging eatbler for the
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data transmitted. A tier-2 network is typically a regionahational network.
It can have peering agreements with other tier-2 networlexthange traffic
but it is also a customer to one or more tier-1 operators aed tebuy transit
to reach some parts of the Internet. At the bottom of the néthizrarchy are
the access networks that connects the end hosts to thedht@imese are typ-
ically local telephone companies, university or compariyoeks that in turn
are customers to upper-tier networks to be able to commienwearldwide.
The Internet protocols are arranged in layers, each havitiffexent re-
sponsibility. The TCP/IP protocol suite used for Internetnenunication fol-
lows a 4-layer model with different protocols at these layétigure 1.1 illus-
trates the layered architecture with example protocoldatdifferent layers.
At the top is the application layer which includes many dif& protocols for

The domain name
system (DNS)

application layer

transport layer

network layer

link layer

Figure 1.1: Layers with example protocols

handling the details of particular applications. For ins&the Simple Mail
Transfer Protocol (SMTP) for transferring electronic makssages and the
HyperText Transfer Protocol (HTTP) for requests and trarssbf web pages.
The transport layer provides a flow of data between two ha€i® (Trans-
mission Control Protocol) and UDP (User Datagram Protoa@)he two pre-
dominant transport layer protocols. TCP provides a conmeairiented, reli-
able, byte stream service to the application layer. It keéegak of the packets
sent and retransmits packets that are lost in the network? di€o provides
flow control and congestion control that adapts the transiorisrate to what
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the endhosts and the network can handle.

The network layer contains the Internet protocol (IP) thefirces the IP
packet as the unit of information passed across the Intefhetnetwork layer
handles the movement of packets around the network usirtqhgoand for-
warding mechanisms. Routing determines the paths thaepaskould take
through the networks from sender to receiver. Routing matare used to
create forwarding tables. Routers then use the tables veafdrpackets to-
wards the receiver based on the destination IP-address ipattket. The net-
work layer and the IP protocol interconnect the many diffiéreetworks that
constitute the Internet and provide communication acraasynkinds of link
layer technologies.

1.2 Internet traffic characteristics

How to best model and describe Internet traffic is still anrope=a of research.
The traffic characteristics depend on when and where on teenkt the traffic
is investigated. The traffic behaviour in a large backbortevoek differ from
that in a small company network, and the traffic characiesisthanges with
new applications, new types of networks and with changireg behaviour.

Ten years ago, measurements on the Internet backbone stioatefO-
75% of the traffic was web traffic [3]. Since then the totalftcafolumes have
increased a lot, the share of web traffic is still high in maatworks [4, 5, 6]
but now often file sharing is the application that dominatesttaffic [7, 8].
Also, TV and video distribution over IP are becoming widesat and produce
increasing traffic volumes.

Figure 1.2 shows examples of Internet traffic behaviour. Quortstime
scales up to seconds the traffic is very bursty and on longessttales there are
often predictable daily and weekly cycles and in betweeretiean be unpre-
dictable shifts and changes in traffic demand.

1.3 Internet traffic management

Internet traffic management means handling the traffic Sitnan the net-
works; avoiding congestion and making good use of availalelsvork re-
sources.

Traffic management involves both the end hosts and the nketyparators.
It involves the end hosts in that they for many applicatianms TCP congestion
control and adapt the send rate to what the network can hah@Ie increases
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Figure 1.2: Example of Internet traffic behaviour. Top: Rdskper second
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one week in a company network. The traffic data is describg@dper A [9].
Bottom: Total traffic in a backbone network during one weetir(nalised).
Traffic data from the Geant network [10].
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the send rate to find out the available network capacity. Whpacket is lost
this is interpreted as network congestion and the trangonisate is decreased.
From a network operator perspective traffic managementiaganonitoring
and understanding the traffic behaviour in the network.db éhcludes traffic
engineering where the routing of traffic through the netwisradapted to the
current traffic situation.

For network operators it is important to manage the trafficagion in the
network and meet service level agreements (SLAs) made hgih¢ustomers.
The traffic demands in a network may fluctuate and changegiover Traffic
engineering mechanisms can then be used to adapt to theeshartgaffic de-
mand and distribute traffic to benefit from available netwa$ources. Today,
the main alternative for traffic engineering within an IPwetk is to use dif-
ferent methods for setting the link costs (and so decide tip@ehortest paths)
in the routing protocols OSPF (Open Shortest Path First)l8A& (Interme-
diate System to Intermediate System). These are both tatk-protocols and
the routing decisions are based on link costs and a shohesit{cost) path
calculation. With the equal-cost multi-path (ECMP) exiengo the routing
protocols the traffic can also be distributed over sevetthlgihat have the same
cost. These routing protocols were designed to be simpleadnst rather than
to optimise the resource usage. They do not by themselvesdesmetwork
utilisation and do not always make good use of network resurThe traffic
is routed on the shortest path through the network even istioetest path is
overloaded and there exist alternative paths. Itis up togesator to find a set
of link costs that is best suited for the current traffic dituaand that avoids
congestion in the network.

Network operators today have different strategies for mgpuith traffic
variability: ranging from just over-dimensioning netwockpacity a lot, to
occasionally tuning the link costs in OSPF to postpone upegaf network
equipment, to more active use of traffic monitoring and ttaéhgineering
mechanisms to manage the traffic situation.






Chapter 2

Research Issues

This thesis presents work on three aspects of Internetdrainagement: traf-
fic engineering, web traffic modelling, and bandwidth altimato TCP flows.
The areas all have in common the need to understand and Hatedleet traffic
behaviour. For web traffic modelling the goal of the worklitseto understand
traffic behaviour and to be able to generate realistic traffeimulations and
lab experiments. For traffic engineering and bandwidttcalion to TCP flows
the purpose is to develop methods to control and steer tfiie tra

2.1 Characterizing web traffic and generating syn-
thetic traffic

Surfing the web is one of the most popular Internet applicatiden years ago,
measurements on the Internet backbone showed that 70-786% wéaffic was
web traffic [3]. Since then the total traffic volumes have @aged a lot, other
applications like file sharing now often dominates the tcatiut the share of
web traffic is still high in many networks [4, 5, 6]. It is théoee important
to measure and model web traffic in order to understand ancgestie be-
haviour of aggregated Internet traffic, and to be able to geaeealistic traffic
in simulations and lab experiments.

The research issues are to collect web traffic, extract andehtbe im-
portant characteristics from the collected data, and freenrhodel generate
realistic synthetic traffic.

A direct method to collect information about web traffic isuse a packet
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trace. But we do not want to model the number, size and intarahtimes
of packets. These packet level characteristics dependeon@ flow control
and congestion control algorithms and reflects the conwitio the network at
the time the trace was taken. To be able to generate reaitidiic for different
levels of network utilisation we want a higher level modeltop of TCP.

In paper A we present a simple model of web client traffic. Vegetstith a
packet trace of web traffic and use a heuristic method to iiyenhen a user
clicks on a link to retrieve the next web page. From this wavéeempirical
probability distributions describing session lengthseibetween user clicks,
and the amount of data that is transferred due to a singledlisér Using
these probability distributions we implement and evalwateeb-client traffic
generator.

2.2 Dynamic allocation of bandwidth to TCP flows

TCP is the predominant Internet transport protocol. TCRé&llby many popu-
lar applications including the web and it is used for trampg approximately
80-90% of the Internet traffic [4, 6, 7, 5].

TCP is a reliable end-to-end transport protocol that adiptsate to the
available capacity. Network technologies such as Dynaymictgronous Trans-
fer Mode (DTM) provides channels with dynamically adjustadapacity. The
issue here is to adaptively allocate bandwidth to TCP flowssmboth TCP
and the bandwidth allocation scheme can react to changhks imetwork load.

In paper B, we do a simulation study in ns-2 and investigagebéthaviour
of a bandwidth allocation scheme, its effect on TCP flows amé metwork
that can vary its capacity.

2.3 Robust traffic engineering

The objective of traffic engineering is to avoid congestiothe network and
to make better use of available resources by adapting thimgao the current
traffic situation. The main challenge for traffic enginegrisito cope with the
dynamics of traffic demands and topology. Traffic is oftensbhuand there
can be unpredictable changes and shifts in traffic demandhdtance due to
hotspots and flash crowds, or because a link goes down, tfeecba@nges in the
inter-domain routing, or because traffic in an overlay islirected. For future
networks more variability in traffic demands is also expéchee to mobility of

nodes and networks and more dynamic on-demand servicesgretments.
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The traffic variability means that, even if we could meastre ¢urrent
traffic situation exactly, it would not always correctly dret the near future
traffic situation. Traffic engineering mechanisms need toobest and able to
handle traffic variability and uncertainties in input traffiata.

The papers C, D and E in this thesis cover different aspectsboist traffic
engineering.

2.4 Contributions

The contributions of the web traffic work are the heuristimsdetecting user
clicks in a packet trace, a simple empirical web client mqdekcribing ses-
sion lengths, time between user clicks, and the amount ef thatt is trans-
ferred due to a single user click), and a realistic web clieaffic generator.

For studying dynamic allocation of bandwidth to TCP flows wgle-
mented a simulation environment in ns-2. The contributibthis work is the
performance evaluation of an estimation algorithm, whigdasures the rate of
TCP flows and allocates capacity on a DTM network.

We show that the measurement-based bandwidth allocatatlyisuorks
well for TCP flows but we also identify a scenario where padkies makes
the feedback mechanisms interact in an unfavourable wayaede the band-
width allocator could be improved. If the bandwidth allarasomehow fails
to assign enough capacity and packets are dropped then Tot#ades its rate.
The measurement-based estimator then decreases rathéncheases the al-
located bandwidth.

For robust traffic engineering we propokbalanced routings as a way
for an operator to handle traffic variability and uncertigstin input traffic
data. Anl-balanced solution routes the traffic on the shortest patissiple
but makes sure that no link is utilised to more than a giveellevThe con-
tributions are am-balanced routing algorithm based on multi-commodity flow
optimisation and a heuristic search method for findibglanced weight set-
tings for the legacy routing protocols OSPF and IS-IS.

L-balanced routing gives the operator possibility to apgityiple rules of
thumb for controlling the maximum link utilisation and cowitthe amount
of spare capacity needed to handle sudden traffic variatitingives more
controlled traffic levels than other cost functions and medfieient routing for
low traffic loads when there is no need to spread traffic ovegdo paths.






Chapter 3

Summary of the Papers and
Their Contributions

The thesis is a collection of five papers. Paper A about wefictreharac-

terisation, paper B about bandwidth allocation to TCP floswg] paper C-E
on different aspects of robust traffic engineering. PapeB4&nd C are all

published at refereed international conferences. Papea®published at the
Swedish National Computer Networking Workshop and paper gibmitted

for publication.

3.1 PaperA

Using Empirical Distributions to Characterize Web Client Traffic and to
Generate Synthetic Traffic Henrik Abrahamsson and Bengt Ahlgren. In
Proceedings of IEEE Globecom:Global Internet, San Fracai$JSA, Novem-
ber 2000.

Summary:

This paper presents a simple model of web client traffic. Tdqmep describes
how the model is derived, some characteristics of web tradficd how the
model is used to implement a traffic generator.

A packet trace with HTTP traffic data captured at SICS is as&dyto ob-
tain the traffic characteristics of web clients. A heuristiethod is used to
identify user clicks in the packet trace and from this enggirprobability dis-
tributions are derived describing session lengths, tinteéen user clicks, and

13
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the amount of data that is transferred due to a single usek. clising these
probability distributions a web-client traffic generat®implemented and eval-
uated.

Contribution:

The contributions of this work are the heuristics for ddatertuser clicks in a
packet trace (based on the work by Mah [11]), a simple englini@b client
model and a realistic web client traffic generator.

My contribution:

| performed the work and wrote the paper under supervisi@eofyt Ahlgren.

| analysed the packet traces, came up with the heuristicodatked, and de-
rived the empirical probability distributions that make tiye model. | imple-
mented and evaluated the traffic generator. | wrote mostep#per except
for parts of introduction and conclusions. | later also iempénted the traffic
generator in the ns-2 network simulator and used it for ngtwlimensioning
in an industrial project with Teracom AB.

3.2 PaperB

TCP over High Speed Variable Capacity Links: A Simulation Sudy for
Bandwidth Allocation. Henrik Abrahamsson, Olof Hagsand and lan Marsh.
In Proceedings of Protocols for High-Speed Networks (PfHSDRR®Berlin,
Germany, April 2002.
Summary:
This paper presents a simulation study of bandwidth aliondab TCP flows.
Dynamic synchronous Transfer Mode (DTM) is a gigabit netatechnology
that provides channels with dynamically adjustable capa€CP is a reliable
end-to-end transport protocol that adapts its rate to thiedote capacity. Both
TCP and the DTM bandwidth can react to changes in the netwark kreating
a complex system with inter-dependent feedback mechanisms

In this work we create a simulation environment using ns-8.ilWestigate
the behaviour of a bandwidth allocation scheme, its effecTGP flows and
on a network that can vary its capacity. The results inditaethe bandwidth
allocation scheme usually works well for TCP flows. But thpgraalso high-
light a scenario where packet loss make the feedback mesrharinteract in
an unfavourable way and where the allocation scheme couldp@ved.
Contribution:
The contribution of this work is an assessment of a banduilitbcation scheme
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for TCP flows on variable capacity technologies. For evatgahe bandwidth

allocator we implemented a simulation environment in ns-2.

My contribution:

This work was done in collaboration with lan Marsh and Olofgsiand. To-

gether with lan Marsh, | implemented the ns-2 simulatiori@mment, planned
and ran the experiments and analysed the results. | co+auttite paper.

3.3 PaperC

A Multi Path Routing Algorithm for IP Networks Based on Flow O ptimi-
sation H. Abrahamsson, J. Alonso, B. Ahlgren, A. Andersson and Buler.
In Proceedings of Third COST 263 International Workshop onli@uaf Fu-
ture Internet Services(QoFIS 2002urich, Switzerland, October 2002.
Summary:

Intra-domain routing in the Internet normally uses a sirgftertest path to
forward packets towards a specific destination with no kedge of traffic de-
mand. We present an intra-domain routing algorithm basedwdti-commodity
flow optimisation which enable load sensitive forwardingomultiple paths.
It is neither constrained by weight-tuning of legacy rogtiprotocols, such
as OSPF, nor requires a totally new forwarding mechanisieh sis MPLS.
These characteristics are accomplished by aggregatintydfiie flows des-
tined for the same egress into one commodity in the optimisatnd using a
hash based forwarding mechanism. The aggregation alsksrgsa reduction
of computational complexity which makes the algorithm fiel@sfor on-line
load balancing. Another contribution is the optimisatidsjeative function
which allows precise tuning of the tradeoff between loadbeing and total
network efficiency.

Contribution:

There are two contributions in this paper: the modellinghef problem as an
optimisation problem, and the definition of an optimisatidajective function
for I-balanced solutions.

In the modelling of the optimisation problem we aggregatéraffic des-
tined for a certain egress into one commaodity in a multi-cadity flow opti-
misation. It is this definition of a commodity that both makies computation
tractable, and the forwarding simple.

L-balanced solutions allows the network operator to choos®@mum
desired link utilisation level. The optimisation will théind the most efficient
solution, if it exists, satisfying the link level constrai®ur objective function
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thus enables the operator to control the trade-off betweammising the net-
work utilisation and balancing load over multiple paths.

My contribution:

This is joint work with Bengt Ahlgren, Juan Alonso, Andersrdar and Per
Kreuger. Juan Alonso did most of the mathematical work fig raper. In
discussion with Juan | contributed to the idea of only logkéihthe destination
of the traffic when formulating the optimisation problem. d-authored the
paper.

3.4 PaperD

Traffic Engineering in Ambient Networks: Challenges and Approaches
H. Abrahamsson and A. Gunnar. Rioceedings of Second Swedish National
Computer Networking Workshop (SNCN&Q04, Karlstad, Sweden.
Summary:

This paper identifies the requirements and challengesdfiictengineering in
a dynamic environment. We give a short introduction to thebfent Networks
project which aims to provide a hovel mobile communicatitatfprm beyond
3G. Further, a framework for classification of traffic engiriag methods is
introduced to facilitate the analysis and identificatiorcbéllenges and alter-
natives for traffic engineering in Ambient Networks.

Contribution:

The contribution of this paper is in the identification of am@soning about
requirements, challenges and alternatives for trafficregging in a dynamic
environment.

My contribution:

| did this work in cooperation with Anders Gunnar. | wrote abbalf of the
paper.

3.5 PaperE

Robust Traffic Engineering using L-balanced Weight-Settimgs in OSPF/ISIS
H. Abrahamsson and M. Bjorkman. Submitted for publicat®eptember
2008.

Summary:

The focus of this work is on robust traffic engineering for tbgacy routing
protocols OSPF and IS-IS. The idea is to use the L-balanceticsts pro-
posed in paper C to make sure that there are enough sparétgapeall links
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to handle sudden hotspots and traffic shifts. Search hiesriste used to find
the set of weights that avoid loading any link to more than t #re resulting
routings are evaluated using real topologies and trafficates.

Contribution:

The contributions are the idea bbalanced weight-settings for robust traf-
fic engineering, the search heuristics for finding such wesgitings, and the
evaluation of how different cost functions (includihdpalanced) manage to
handle faults in input traffic data due to traffic hotspots.

My contribution:

The idea of using thebalanced solution for robust weight-settings was mine.
I implemented the search heuristics and did the evaluaindsvrote most of
the paper.






Chapter 4

Related Work

4.1 Characterizing web traffic and generating syn-
thetic traffic

In paper A from 2000 we model web client traffic and implemetrafic gen-
erator with the purpose of creating realistic backgrouaffitrin simulations
and lab experiments.

Two approaches can be used to generate network traffic tlitatés real
web traffic. The first is simply to replay packet traces of rgab traffic. But,
because of TCP’s congestion control the timing of packeagiace reflects the
condition in the network when the trace was taken and thisxgrwvould not
be the same in another context. The better alternativegasdiby Paxson and
Floyd [12], is to gather information about and model thogeeats of the web
traffic that one believe is most important and from this mapelerate traffic.

4.1.1 Methods for collecting information about web traffic

To get information about web traffic three different apptoechave been widely
used: server logs, client logs and packet traces. Serverdagnot easily be
used to describe the client side since a client usually aesamany different
web servers.

To capture the client accesses between multiple serveesit ¢dbgs can
be used. This approach requires that browsers can log thgirests, that
the source code for the browser is available so that loggamgbe added, or

19
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that some other way to log the clients behaviour is availal@atledge and
Pitkow [13], Cunheet al. [14] and Crovella and Bestavros [15] used instru-
mented versions of the Mosaic web browser and in Barétral. [16] HTTP
proxies were used to track all documents referenced by uifieddNetscape
Navigator clients. Later work that use this method inclutetbol Carena [17]
which together with the Mozilla web browser can be used tawamand replay
browsing sessions.

The third approach of gathering data, and the method we u83,iis to
analyse packet traces taken from a subnet carrying HT T#ctrahis method
was used by Stevens [18] to analyse the traffic arriving atreeseand by
Mah [11] to model the client side of the HTTP traffic. A furthetep is taken
by Anja Feldmann [19] when extracting full HTTP level as wadl TCP level
traces via packet monitoring. The method of investigatiagket traces is
also used by Choi and Limb [20], Smi#t al. [21], Molina et al. [22], and
Tranet al. [23]. Recently Cacet al. [24], Weigleet al. [25] and Vishwanath
and Vahdat [26] all use packet traces from a single point enrtatwork to
characterise and generate traffic.

Simpsoret al.[27] use the NETI@home [28] software to collect statistics
from end-systems. The approach here is to sniff packetsteeamtd from the
host (that is running the software) and infer statisticeeldamn these observed
packets. The dataset used in [27] to investigate web trafficdes 1700 users
in 28 nations.

4.1.2 Investigated characteristics of web traffic

Different studies of web traffic look at different propegtief the traffic. The
two most common characteristics to investigate (and whanheeelled in pa-
per A) is user OFF times and response sizes. User OFF time{snas called
user view time or user think time) is the time from when a daal of a web
page is completed to the next request. Response sizes arerttir of bytes
that is downloaded in response to a web request.

Mah [11] investigate user OFF times and response sizes soitrafuest
sizes, number of files per page, number of consecutive datifneen the same
server and web server popularity. Barford and Crovella a6k at request
and response sizes, number of files per page, user OFF timegsppularity of
web pages, and temporal locality (meaning the likelihoal tince a file has
been requested, it will be requested again in the near fut8Braithet al.[21]
analyse request and response sizes. Choi and Limb [20] looklarequest
and response sizes, number of objects per page, user viéwiagand web
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page caching. Molinat al.[22] investigate response sizes, user think times,
and also number of TCP connections used to download a pages6net al.
[27] examine bytes sent and bytes received, user think time the frequency
distribution of contacting specific destinations.

4.1.3 Web traffic generators

One of the most well-known web traffic generators is SURGH.[I®e tool
generates traffic matching distributions of request angmese sizes, number
of files per page, user OFF times, the popularity of web pages temporal
locality. Also, the web models described by Mah [11] and Cirad Limb [20]
has been used to generate synthetic traffic.

More recent work on traffic generators include the tools Régie-HTTP [24],
Tmix [25] and Swing [26].

4.2 Dynamic allocation of bandwidth to TCP flows

Lundqvist [29] evaluates different algorithms for bandthidllocation for DTM
channels transporting IP traffic. The algorithms were asskwith respect to
throughput, delay and bandwidth changes per second. TERdaistment is
done by placing the incoming packets into a buffer and addimdjremoving
slots if the level of the buffer exceeds continuously maired threshold val-
ues. He concludes that adaptive strategies are recommérdedP, however
too frequent changes can be undesirable in a DTM networkaltietprocess-
ing cost. The main conclusion from this work is that the cka€ algorithm
can play a significant role in the performance. This work msilsir to ours in
that the goal is a slot allocation for TCP traffic over DTM. iffers from ours
in that we measure the rate of each TCP flow, whilst he lookseabtitgoing
buffer length as a sign to increase or decrease the numbletef s

Krishnan and Sterbenz investigate TCP over load-readtiks [30, 31].
They use a hysteresis control mechanism for capacity dgitotaBuffer levels
are monitored (as in [29]) and if the occupancy is greatemn ththreshold the
capacity is increased and vice versa. Their scheme is depepnd keeping
buffers occupied all the time, otherwise the link capacity} fall and hence
the throughput. A single TCP flow is simulated and the autktate that the
control parameters should be carefully chosen. Poor pdeautigoice can have
the opposite effect, resulting in TCP not being able to digerdhe work re-
sembles ours in that a method is presented to react to netoamtland allocate
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bandwidth for TCP accordingly. It differs in that we meastimethroughput of
individual flows and allocate bandwidth from this measuretsewhere they
use the buffer length as a measure of the load.

Clark and Fang propose a framework for allocating bandwtadlififferent
users during congestion [32]. The focus of the work is TCR-ulalta transfers.
The authors attempt to keep TCP flows in congestion avoidantee best
case, and fast recovery phase in the worst case, by avoidipgpitig several
packets of the same flow in the same RTT. The work resemblesiouhat
they attempt to allocate bandwidth between different flows: ifair manner.
It differs from ours in that we assume that the network camgkdts offered
bandwidth and we focus on maximising TCP throughput, rattiem trying to
maintain a TCP state in the face of adverse network conditibnaddition, we
allocate bandwidth to flows not only when the network is catge but also in
normal situations as well.

Comprehensive studies have been done related to the pariomof TCP
on ATM networks [33, 34]. The main conclusions of the works similar, the
traffic classes of ATM are poorly suited to the bursty needs@®, due to the
traffic contracts needed by ATM classes. The conclusion imeBenture [33] is
that the complexity of choosing traffic parameters for ABRds$in proportion
to the benefits of carrying TCP/IP traffic. The CBR class issimaple for TCP,
as only the peak rate is specified.

TCP can also interact with routing decisions and traffic eegiing done
by operators on the network layer. TCP and traffic engingesiork indepen-
dently of each other, but both try to avoid congestion andergdod use of
network resources.

Gaoet.al[35] study the interaction between TCP and a route contrahme
anism for multihomed networks that selects egress linkdaseperformance
measurements. They show that the route selection oftenrcprove TCP
throughput and that the two mechanism interact well given tie route con-
trol react on longer timescales than TCP.

Anderson and Anderson [36] study the interaction betweerfébdback
mechanisms of adaptive routing and congestion controly @hgue that adap-
tive routing can be designed to be stable in conjunction egsthgestion control.

He et.al [37, 38] model the interaction between TCP congestion cbntr
and traffic engineering in a network. They show through satioh that the
mechanisms are stable and work effectively together.
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4.3 Traffic engineering in IP networks

Traffic engineering by finding a suitable set of weights in B8®-IS is a well
studied area of research and it is described in recent tekthim the area
[39, 40]. When we in paper E revisit the weight setting apphoto traffic
engineering we are most inspired by the pioneering worksdyzFand Tho-
rup [41, 42] and Ramakrishnan and Rodrigues [43], in thatsesapiece-wise
linear cost function and search heuristics to find suitald@ht settings.

Several studies [41, 44, 45, 46] have shown that even thowglinvit the
routing of traffic to what can be achieved with weight-bas&@MP shortest
paths, and not necessarily the optimal weights but thosefby search heuris-
tics, it often comes close to the optimal routing for realvaek scenarios. How
the traffic is distributed in the network very much dependstmobjectives,
usually expressed as a cost function, in the optimisation.often proposed
objective function is described by Fortz and Thorup [41]réHéae sum of the
cost over all links is considered and a piece-wise lineaeiasing cost function
is applied to the flow on each link. The basic idea is that itdthdve cheap
to use a link with small utilisation while using a link that@paches 100%
utilisation should be heavily penalised. Thbalanced cost function used in
paper C and E is similar in that it uses a piecewise linear fuwsition to ob-
tain desirable solutions. Additionally, it gives the ogerahe opportunity to
set the maximum wanted link utilisation. Cost functionstfaffic engineering
is further investigated by Baloet.al[47]

Paper E add to existing work on weight settings by focusingaiust-
ness and the objective of achieving a controlled spare dgpac handling
unpredictable traffic shifts. For robust traffic enginegnmuch of the focus is
on handling multiple traffic matrices and traffic scenari3,[48, 49, 50, 51]
and handling the trade-off between optimising for the commase or for the
worst case. Nucatt.al[52] investigate link weight assignments that take into
account SLA requirements and link failures.

Xu et.al[53] describe a method to jointly solve the flow optimisatamd
the link-weight approximation using a single formulati@sulting in a more
efficient computation. Their method can also direct traffieronon-shortest
paths with arbitrary percentages. Their results should bésdirectly appli-
cable to our problem of providing robustness to changesustygubstituting
their piece-wise linear cost function with our cost funatidn a continuation
on this work Xuet.al[54] propose a new link-state routing protocol. The pro-
tocol splits traffic over multiple paths with an exponenpahalty on longer
paths and achieves optimal traffic engineering while ratgithe simplicity of
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hop-by-hop forwarding.

The advantage of optimising the weights in OSPF and IS-1S &oarse
easy deployment of the traffic engineering mechanism. Hewdke disad-
vantage is the difficulties and constraints imposed by ug¥gcy routing.
Much of the research also start to take a clean slate approathimited to
what can be achieved with todays protocols and argue thatefygrotocols
should be designed with optimisation and manageabilityimdnfrom the be-
ginning [55]. The general problem of finding the best way tateotraffic
through a network can be mathematically formulated as aitoothmodity
flow (MCF) optimisation problem. In paper C we present a myglgorithm
based of multi-commodity flow optimisation. By aggregatihg traffic flows
destined for the same egress into one commaodity in the ogtioin we reduce
the computational complexity. The same approach is usedubst.Bl [56].
They use multi-commaodity flow optimisation for centraligeaffic engineering
combined with a scheme to quickly recompute routing pathenithe topol-
ogy changes. MCF optimisation is also used by many otheareseroups to
address traffic engineering problems including [41, 45, Sék also the book
by Pioro and Medhi [39] and references therein.

Most traffic engineering methods (including the weightiegtand optimi-
sation methods described above) need as input a trafficxtsicribing the
traffic demand between each pair of nodes in the network. Wighnetwork-
wide information the routing can often come close to optintait the draw-
back is that it is difficult to react quickly to changes withidoo much traffic
overhead. With local traffic engineering on the other haedridividual nodes
can quickly react to changes in traffic but can possibly ereauting loops
and overload elsewhere in the network. An attempt to loeadisd distribute
the routing decisions is Adaptive Multi-path routing (AMPBB]. In AMP in-
formation on the traffic situation on links is only distriledtto the immediate
neighbours of each router. Hence, AMP relies on local infidfam in neigh-
bouring routers to calculate next hop towards the destinaffhe Multi-Path
Routing with Dynamic Variance (MRDV) [59] combined with a & Avoid-
ance Protocol (LAP) [60] is another approach to localisaffitr engineering.
In this approach no load information is exchanged betweeaters. Instead
the cost of each path towards the destination is weighted\ayriance factor
which reflect load on the next hop. Hence, traffic is shiftedrfiheavily loaded
links to links with less load. A related approach is introddby Vutukuryet.al
[61]. Here the routing decision is divided into two steps:sgimultiple loop-
free paths are established using long term delay informatla the second
step the routing parameters along the precomputed pathedarsted using
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only local short-term delay information.

Local versus network-wide traffic information and novel ting mecha-
nisms versus optimising legacy routing are two ways of aaisigng traffic
engineering methods. A detailed taxonomy of traffic engimgamethods can
be found in RFC 3272 [62] .






Chapter 5

Conclusions

Internet traffic volumes continue to grow at a great rate, poshed on by
video and TV distribution in the networks. Increasing taffolumes and the
introduction of delay and loss sensitive services makeaiitial for operators
to understand and manage the traffic situation in the netwddke traffic also
necessitate upgrades of network equipment and new invagtrioe operators,
and keep up-to-date the question of over-dimensioningorteapacity versus
using traffic engineering mechanisms for better handliegtéffic.

This thesis approaches Internet traffic management orreiifféevels: we
investigate web client behaviour and web traffic charasties on the applica-
tion layer; we study bandwidth allocation to TCP flows on ttamsport layer;
and traffic engineering mechanisms for adapting the routittige current traf-
fic situation on the network layer.

The thesis presents a simple model of web client traffic asgdan this
model a traffic generator used for generating realistiditraf simulations and
lab experiments. The traffic generator has also been implrden the ns-2
simulator and used in an industrial project for dimensigrand investigation
of how many web users a given network can handle.

This work, presented in paper A, was done in the year 2000ceSimen
many new applications have appeared. Today, even thoughnrafic still
contribute to a large part of the total traffic in some netvgpidne would also
need to model other applications like file sharing to get agsgntative mixture
of traffic.

Also, the web itself has developed a lot and the use of the \aslthanged
during the last eight years. Web surfing is no longer a sedpld@ransfer of
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static webpages consisting of a html document and a few imagyeb pages
today are often much more complex, dynamic and interactitie videos and

advertisements. Downloading a commercial web page catviemeoommuni-

cating with ten different servers including content detiwvaetworks and ad-
vertising companies. The distribution of transfer sizesilddook different

today.

Web users also often have many concurrent tabs and web braivstows
running at the same time; for instance having a music videming in the
background (over port 80), and at the same time reading emditlicking on
links on other web pages. This means that the simple heufetidetecting
user clicks in paper A no longer would work; and it would bdidiflt to model
the user behaviour using only packet traces.

If the purpose is to generate realistic traffic based on pgackees then an
alternative [25, 26] is to have a more abstract model of fexasabove TCP.
This type of model can include off times and response sizeddes not nec-
essarily capture the high level user and application behayi.e how often the
user clicks on links or how the application involves comneation with many
different server.

The thesis also study dynamic allocation of bandwidth to TioRs. We
evaluate an estimation algorithm, which measures the fat€B flows and al-
locates capacity to channels in a DTM network. We use sinmuiab study the
interaction between the TCP congestion control mechanishttee bandwidth
allocation scheme which both react to changes in netwoik loa

Paper B shows that the measurement-based bandwidth allacsially
works well for TCP flows but it also highlight a scenario wheacket loss
make the feedback mechanisms interact in an unfavouralyle wa

The traffic demands in a network change over time and therdoeam-
predictable changes and shifts, for instance due to hatspobecause a link
goes down, or because traffic in an overlay is re-directedfutare networks
(as discussed in paper D) more variability in traffic demasdsdso expected
due to mobility of nodes and networks and more dynamic onathehservice
level agreements (SLA:s). This means that a network opecato not rely
only on long-term network planning and dimensioning that@wne when the
network is first built. Robust traffic engineering mecharssane needed that
can adapt to changes in traffic demand and distribute trafflzenefit from
available resources.

This thesis proposkbalanced routings as a way for an operator to handle
traffic variability and uncertainties in input traffic datan I-balanced routing
algorithm based on multi-commaodity flow optimisation wasgented in pa-



29

per C. A heuristic search method for findihbalanced weight settings for the
legacy routing protocols OSPF and IS-1S was presented iargap

L-balanced routing gives the operator possibility to apgityple rules of
thumb for controlling the maximum link utilisation and cowitthe amount
of spare capacity needed to handle sudden traffic variatitingives more
controlled traffic levels than other cost functions and meffecient routing
for low traffic loads when there is no need to spread traffiad éwmeger paths.
Paper E shows that the search and the resulting weightgettinork well in
real network scenarios.
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Abstract

We model a web client using empirical probability distributs for user clicks
and transferred data sizes. By using a heuristic threstadicevto distinguish
user clicks in a packet trace we get a simple method for amagyarge packet
traces in order to get information about user OFF times anduamof data
transferred due to a user click. We derive the empirical @bdlty distributions
from the analysis of the packet trace. The heuristic is ndepg but we believe
it is good enough to produce a useful web client model.

We use the empirical model to implement a web client traffineyator.
The characteristics of the generated traffic is very clogbemriginal packet
trace, including self-similar properties.
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6.1 Introduction

Measurements on the Internet backbone [1], [2] show that HE®mprises
approximately 70-75 % of the total traffic. To understandliebavior of the
aggregated traffic, it is therefore important to understamd the HTTP traffic
behaves. We have the goal of implementing a traffic geneveitazth can be
used to generate realistic best-effort background trafflab networks. When
introducing multiple traffic classes, as in diffserv, theekground best-effort
traffic will to some extent disturb higher priority traffiajsh as voice, depend-
ing on queue management and scheduling algorithms. To leetabhake
realistic lab experiments with traffic classes, we need atwadfic generator.

We start with a packet trace of web traffic. But we do not wanntudel
the number, size and inter-arrival times of TCP packetsesihese quantities
are governed by the TCP flow control and congestion contgaréghms. The
timing of a connection’s packets as recorded in a trace teflee conditions in
the network at the time the connection occurred. Due to fiiégptation to the
network done by TCP, a trace of a connection’s packets caasit be reused
in another context, because the connection would not havaved the same
way in the new context [3]. Instead we use the packet trachdoacterize the
behavior at a higher level rather than at the packet level.

We base our web client model on user clicks and statistick@atmount
of data transferred as a result of each click. In the packeetwe detect when
a user clicks on a link to get the next web page and from thatedeick how
much data that was transferred in response from the webrsas/ell as the
time between the end of the transfer to the next click. Thieetof silence
preceding a click is here callager OFF time The packet trace analysis uses
heuristics to deduce user clicks without the need to parseERHEquests. This
makes it possible to analyze very large traces and traceshvdrily has the
packet headers recorded.

We use the empirical model to implement a web client traffinegator.
We show that the resulting aggregated traffic from many ssinave the same
properties, including self-similarity, as the traffic iretbriginal trace.

The contributions of this paper include heuristics for détey user clicks
in a packet trace, a simple empirical web client model andbste web client
traffic generator.

The remainder of the paper is organized as follows. Sectidrglves a
brief introduction to the HTTP protocols, a descriptionloé fpacket trace and
the method used to extract information from the trace. Thaltiag empirical
distributions are presented in Section 6.3 and synthetifidrgeneration using
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these distributions is described in Section 6.4. The papended with related
work and conclusions.

6.2 Analyzing web traffic

6.2.1 The HTTP protocols

The application-level protocol HTTP exists and is used inmerthan one ver-
sion. There is yet no formal standard that everybody follows

HTTP/1.0 [4] is a simple protocol. The web browser estalelish TCP
connection to the web server, issues a request, and reakisheaserver’s re-
sponse. The server indicates the end of its response byglt® connection.
When a browser using HTTP/1.0 fetches web pages it sets uw a@€ con-
nection for each requested document. Web pages often havweenzbedded
images, which each is retrieved via a separate HTTP reqliegs, to retrieve
a web page with five images, six different TCP connectionsegaired. The
first TCP connection transfers an HTTP GET request to redhieeHTML
document that refers to the five images. A very simple browsend, when
the HTML document is received, open one new TCP connectigetithe first
image. After sending the response the connection is clogedeiserver and
another connection is opened to get the second image and Sdense of a
new TCP connection for each image serializes the displali@gntire page.
Netscape introduced the use of parallel TCP connectiongntpensate for
this serialization. When the HTML document is received nallynfour TCP
connections are opened in parallel for the first four imageiskvdecreases the
transaction time for the user.

HTTP/1.1, asitis described in RFC 2616 [5], differs from HVL.0 in nu-
merous ways, both large and small. Of most interest hereeisdwork con-
nection management. The problem in HTTP/1.0 that a new TQ@Raxdion
is required for each document is resolved by the use of gensisonnections
and the pipelining of requests on a persistent connectiensif®ent connec-
tions means that the client and server keep a TCP connegtiemiostead of
the server closing the connection after sending the regpdie same connec-
tion can be used to fetch several images and can be kept oparifelie user
clicks to another web page as long as the page is located wathe server.
Pipelining means that a client can send an arbitrarily langaber of requests
over a TCP connection before receiving any of the respondd@g.P/1.0, in
its documented form, made no provision for persistent cotimes but some
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implementations use a Keep-Alive header to request thahaemtion persist.

6.2.2 The packet trace

To get information about user OFF times and the amount of warteferred
due to a user click, web traffic was captured usicggdump[6]. Figure 6.1
shows the network at SICS. The machine runnicigdump(called network

Network
monitor

Gateway Switch

Cisco 4500 Corebuilder 3500
Work Work
station - station

Figure 6.1: The network at SICS

monitor in the figure) was listening to the 100 Mb/s line coctivey all work-
stations at SICS with the gateway. This was used to captumeecsations
between machines at SICS and the outside Internet worldy t@affic where
users at SICS were clients was captured, not the HTTP trafficarise from
people outside visiting the SICS web pages. The packet wasetaken be-
tween 18:50:04 000222 and 11:17:51 000301 and includes9®21ackets
transferred between TCP port 80 on web servers and 181 efiffetients at
SICS. The amount of HTTP traffic varies of course during thg alad dur-
ing the week (Fig. 6.2) depending on how many people are ubagetwork.
But also when the traffic is studied on lower time scales fraark down to
milliseconds there is a lot of variation in the number of lsyd@d packets sent.
Figure 6.3 shows the traffic during one of the busiest hoursrevat most
52 client were active. A few years ago Lelaatal. [7] showed that LAN
traffic is bursty on many time scales in a way that can be wedtdked using
self-similar processeand later Crovellat al. [8] showed that this also holds
for web traffic. The degree of self-similarity is expresssthg the so called
Hurst parameter. This parameter can take any value between 0.% and
the higher the value the higher the degree of self-simjlaFibr Poisson traffic
the value isH = 0.5. An often used heuristic graphical method to estimate



Packets

) 600 1200 2400 3000 3600

1800
Time (seconds)

Figure 6.3: Packets per second 11:00-12:00 Mon 000228

the Hurst parameter is the Variance-Time plot which relieghe fact that a

self-similar process has slowly decaying variances. Foegtaileéd discussion
of self-similarity and the methods used for estimating thestiparameter see
Lelandet al.[7] and Crovella and Bestavros [8]. Figure 6.4 shows an egém
of the Hurst parameter for the hour 11:00-12:00 000228 usirgvariance-

Time plot. The value is 0.87 so the traffic during that hour bansaid to

be self-similar meaning bursty on many time scales. Salilarity expressed

using the Hurst parameter seems to be a good way of descth@rigehavior

of real web traffic and it would be good if the generated tradfgn have the

same properties.
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Figure 6.4: Estimate of the Hurst parameter

6.2.3 Detecting user clicks

When a user clicks on a link to get the next web page, the brosessds a
HTTP request to the server. We want to detect these requedtseparate
them from requests for parts of a web page. To separate astedpureto a user
click from other requests the time of silence preceding ihiestigated. A
request is assumed to be due to a user click if it is precedetbygh time of
silence, an interval here calldd,;..., where no HTTP traffic is sent to or from
this client. The packet trace doesn’t contain applicatewel HTTP requests
and responses, but only lower level TCP/IP packet headeifferént users
use different browsers with different number of parallelPr€@nnections and
where some use persistent connections and some don’t. Eassrthat the
start and end of connections cannot be used to determinesdrehave clicked
on a link to fetch a new web page. Instead only the time betvikerast
HTTP response (or request) and a new request is consideresphective of
which TCP connection the client uses for the transfer. StheeHTTP client
sends almost only requests, we assume that every TCP packetfclient
- carrying some payload data (not pure acknowledgment dira@opacket) -
is transferring a HTTP request. If the transfer of a TCP pathat carries a
requestis preceded by a periodif;.,, seconds where no data is transferred to
or from this client then we assume that this packet represeuaser click. The
problem is to determine the value 6f;;... The value should be large enough,
so that requests for parts of the same web page is not cousitiesea clicks,
and small enough to separate different user clicks.

Similar problems have been addressed by Mah [9] and by Ceoaed
Bestavros [8]. When investigating packet traces in ordeetermine the num-
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ber of files per web page, Mah uses the threshold value 1 sdcosepa-
rate connections that belongs to different web pages. Tlie reason for the
choice of this value was that users will generally take lortban one second
to react to the display of a new page before they order a newrdent re-
trieval. When investigating causes of self-similarity inWW traffic, Crovella
analyses OFF times and concludes that times in the range sftt ihsecond
is likely to be strongly determined by machine processirdydiaplay time for
data items that are retrieved, not due to users examinireg dat

For each request we calculated the time of silence precédifgpm these
times the requests were sorted and counted. Figure 6.5 gshewssult with

#Tequests

Figure 6.5: Time of silence preceding HTTP requests

time of silence in 0.2 second bins ranging from 0 to 2.0 sesoWé chose the
valueT;;.x = 1 second, even though the values in Figure 6.5 might suggest
that an even smaller value would have been reasonable.

In order to validate that the method and threshold valueridest really
gives reasonable results we used a proxy X-server that tbgge-stamps on
the mouse button-up events when using Netscape. This wastadeg the
actual clicks made and at the same time tcpdump was used tireagh web
traffic to and from the client. The packet trace was analyz#ythe threshold
valueT,;.r = 1 second in order to detect user clicks. The time-stamplseof t
detected clicks were compared to the time-stamps in therxeséog. The
result is shown in Table 6.1. If a click detected in the traas & time-stamp
equal to (or very close to) a time-stamp in the log file it isexhlahit. If a
detected click in the trace does not correspond to a rel itlis called afalse
click and if a click in the log file is not detected in the packate it is said to
bemissed
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# detected clicks intraceé 629
# real clicks in log 532
Hits 519 (97%)
Missed 13 (3%)
False 110 (18%)

Table 6.1: Examination of the clicks detected

Approximately 97% of the real clicks were detected and 82%lafetected
clicks were correct. It should be emphasized that since qulje a small
number of clicks have been investigated and the timing ofiests depends
on the user, the machine used, what pages are visited andthe ogsults in
Table 6.1 should only be seen as coarse estimates. A closairation of the
packet trace shows that twelve of the false clicks were duettansmissions
of requests but the main reason for the many false clicksasréquests for
part of a web page is sometimes preceded by more than onedsetsitence
and thus detected as user clicks. In general, clicks areenhisscause the
client quickly clicks to navigate to another web page befbeetransfer of the
previous one was completed. In that case there is no onexdecterval of
silence preceding the request so the click is not detectedn& all but too
many clicks are detected. A larger value’Bj;., would give less false but
more missed clicks. The method used to detect clicks is mb¢qtebut from
the results in Table 6.1 it seems to be good enough to be useful

6.2.4 User sessions

Since a client that begins with an hour of silence or takesoavteek vacation
is not very useful in a traffic generator we also need to brgxthe traffic into

user sessions. The notion of a session is supposed to c@/énth interval

when a user is active and uses the browser to fetch and reagagels. This is
vague and hard to define, especially in terms of packets sentegeived. We
define a session to be an interval in which a user creates W\&ffittwithout

being silent for more than a certain time. That is, a sesgamtsswvhen the first
web page is fetched (the first request is made) and ends whdasthpage is
received (but not yet read). If no request or response ifeeatcertain time, a
threshold value here calléfi..;., then the next request is the start of a new
session. We used the valiig. ;. = 15 minutes.
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Figure 6.6: Histogram of time between end of response antatiek

6.2.5 Data analysis

Awk was used to extract the needed information from the togulfile. The
extracted data was later investigated further using Mat@bly information
about packets carrying payload data was extracted. The iapdatlab was a
matrix where each such packet was represented with a tiamgpsh microsec-
onds, a unique client id, direction (client request or seresponse), and the
packet size without headers. A Matlab program was writteickvfor each
client went through the times between requests and respamskused. ;.\
to detect user clicks and determine user OFF-times and tloai@nof data
transferred as response to a user click.

6.3 Empirical distributions

In this section, we use the packet trace and the heuristics the previous
section to develop the two empirical distributions neeaechbdel web client
traffic.

6.3.1 OFFtimes

In Figures 6.6 and 6.7 a histogram and the cumulative digidbh function
(CDF) of the time from the end of the response to the next Ugdrare shown.
There were a total of 90621 user OFF-times in the data setmitienum time
was 1.000003 seconds, just above the., threshold of one second. The
maximum is determined by the value ®f.ss;0,=15 minutes. The median



6.3 Empirical distributions 51
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Figure 6.7: Empirical CDF of time between end of responsersaxd click

time was 9.8 seconds and the mean 49.39 seconds with a statelation of
109.7 seconds. The coefficient of variation was 2.2.

There are several peaks in the histogram, most noticealil@, &0, 120,
180 and 300 seconds. A closer examination of the packet tfaows that
for each of these peaks there is a single client that causesohthem. For
instance, the peak at 10 seconds originates from a cliehfdha2 hours re-
peatedly sends requests to check if the web page has beefiedatid the
peak at 300 is due to somebody updating their stock-exchategevery five
minutes. It is not obvious whether these periodic OFF-tisiesuld be in-
cluded or characterized as anomalies and thus be removadtti® data set.
The requests are not really user clicks but the OFF times pegtaf the real
traffic so we let them contribute to the empirical distribatin Figure 6.7.

6.3.2 Amount of data transferred due to a single user click

The amount of data transferred from servers as responserigla aser click
varies a lot. On one occasion 31940163 bytes were trandfarrd at other
times no data at all was received by the client. In Figure &8 the part of
the CDF that covers values below 250000 bytes is shown. Thidamevas
7145 bytes and the mean was 39142 bytes with a standardidevééB817753
bytes. The coefficient of variation was 8.1.
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Figure 6.8: Empirical CDF of the amount of data transferredesponse to a
user click (linear x-axis at top and logarithmic at bottom).

6.4 Generating traffic

By using the distributions in Section 6.3, traffic can be gates that resembles
a number of users surfing the web — reading web pages (OFF)tiames
clicking on links to get the next one (data transfer).

6.4.1 The traffic generator

The traffic generator was implemented in the C programminguage and has
a client and a server part. Values from the empirical distiiim for OFF-times
(Fig. 6.7) and data transferred (Fig. 6.8) was pre-companednritten to a file
using the inverse transformation method described, fdairte, by Jain [10].
The client reads from the file the OFF time and the amount cf thettt should
be transferred and sends the latter as a request to the.séheserver side
just accepts requests and replies by sending the demandeshtof data. The
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number of different clients is given as input to the progrard aach client is
represented by a process that repeatedly goes throughapefaequesting
and receiving data according to the distribution of datadfarred due to a
single user click and then goes to sleep for a time descripldebdistribution

of OFF times until the next request is made.

6.4.2 Evaluation

Traffic resembling 60 clients was generated on a 10 Mb/s letkvben two
machines. In order to validate that the OFF times and the atmoiudata
transferred follows the distributions the generated taffas captured using
tcpdump and analyzed in the same way as the original pacieet.tFigures 6.9
and 6.10 show the distributions for the generated trafficcaoaimparison with

COF

() 100 200 300 600 700 800 900

Figure 6.9: OFF times

the originals (dotted line). In the traffic generator no regfus sent for a zero
bytes response so the CDF for the amount of data transfeegddmewhat
lower than the original.

There is a lot of variation in the number of packets that aaagferred in
one second (Fig. 6.11) and a Hurst parameter value of 0.g6§Hi2) indicates
that the generated traffic, like real web traffic, is burstymamy time-scales.

6.5 Related work

Two approaches can be used to generate network traffic thtatés real web
traffic. The first is simply to replay packet traces of real wetffic. But, be-
cause of TCP’s flow and congestion control the timing of p&cke a trace
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Figure 6.10: Data transfered
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Figure 6.11: Packets per second

reflects the condition in the network when the trace was takehthis timing
would not be the same in another context. The alternative gather infor-
mation about, and mathematically describe, those aspédte aveb traffic
that one believe is most important and from this model gerdraffic. This
approach was used by Barford and Crovella [11].

To get information about web traffic three different appteechave been
widely used: server logs, client logs and packet tracesve®dogs cannot
easily be used to describe the client side since a clientlysascesses many
different web servers. To capture the client accesses katmweiltiple servers,
client logs can be used. This approach requires that breveser log their re-
guests, that the source code for the browser is availablesddagging can be
added, or that some other way to log the clients behavioragabte. Catledge
and Pitkow [12], Cunhat al.[13] and Crovella and Bestavros [8] use instru-
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Figure 6.12: Estimate of the Hurst parameter

mented versions of the Mosaic web browser. Barferdl. [14] use HTTP

proxies to track all documents referenced by unmodified dégts Navigator
clients. The third approach of gathering data, and the nietised here, is to
analyze packet traces taken from a subnet carrying HT Tfctrahis method

was used by Stevens [15] to analyze the traffic arriving atraeseand by

Mah [9] to model the client side of the HTTP traffic. A furtheéeg is taken

by Anja Feldman [16] when extracting full HTTP level as wedl 8CP level

traces via packet monitoring.

6.6 Conclusions and future work

We have presented an empirical model for web client traffibe Thodel is
based on user click behavior combined with statistics ofatm®unt of data
transferred per click. The user clicks, or actually thersiketimes before a
click, and the amount of data are modeled using cumulatsteiliition func-
tions. By using a heuristic threshold value to distinguisanclicks in a packet
trace, we get a simple method for analyzing large packeesradgthout the
need for parsing HTTP requests. The result of the analysiglata defin-
ing the two distribution functions. The simplicity of theuréstic packet trace
analysis may have a price in accuracy. A verification, howesleows that the
heuristics correctly detect 82 % of the actual user clicksifthe packet trace.
We believe that this is sufficiently accurate to produce adgerapirical model.
We have implemented a web client traffic generator whichgake cu-
mulative distribution functions as input. We have showrt tha generated
synthetic traffic have the same characteristics as thenaligiacket trace by
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applying the same analysis to a trace of the generated traffec have also
verified that the aggregated generated traffic from manptdikas self-similar
properties just like the original trace.

Future work include analyzing packet traces from more ngtsvand com-
paring the resulting distribution functions. We plan to tisetraffic generator
to generate best-effort background traffic in lab experim&rnith voice-over-
IP and multiple traffic classes. We also plan to release thecsacode to the
analysis software and the traffic generator shortly.
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Abstract

New optical network technologies provide opportunitiesfést, controllable
bandwidth management. These technologies can now ekplzitvide re-
sources to data paths, creating demand driven bandwidénvedBn across
networks where an applications bandwidth needs can be rimesigexactly
Dynamic synchronous Transfer Mode (DTM) is a gigabit netatechnology
that provides channels with dynamically adjustable cdpaciCP is a reli-
able end-to-end transport protocol that adapts its rateg@vailable capacity.
Both TCP and the DTM bandwidth can react to changes in thear&tload,
creating a complex system with inter-dependent feedbaatharésms. The
contribution of this work is an assessment of a bandwidibcalion scheme
for TCP flows on variable capacity technologies. We havetetka simulation
environmentusing ns-2 and our results indicate that tioeation of bandwidth
maximises TCP throughput for most flows, thus saving vakiehpacity when
compared to a scheme such as link over-provisioning. Weligigtone situ-
ation where the allocation scheme might have some defi@sragainst the
static reservation of resources, and describe its caud@s.type of situation
warrants further investigation to understand how the élgaorcan be modified
to achieve performance similar to that of the fixed bandwidite.
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7.1 Introduction

Reliable transfer of data across the Internet has becommpariant need.
TCP [1] is the predominant protocol for data transfer on titernet as it offers
a reliable end-to-end byte stream transport service. Bmgoptical network-
ing technologies provide fast, cheap and variable capaeitdwidth links to
be setup in milliseconds allowing data-driven virtual gits to be created when
needed. One example of an application that could use suctvi@esés the
backup of critical data.

Exact allocation of bandwidth to TCP flows would alleviaterguex traf-
fic engineering problems such as provisioning and dimeisiprAllocating
bandwidth to TCP is a complex problem; the TCP congestiortrobmech-
anism plus network dynamics can make exact allocation foP T@ta flows
difficult. The contribution of this paper is the performaraaluation of an
estimation algorithm, which measures the rate of TCP flovisadiocates ca-
pacity on a DTM network.

Dynamic Synchronous Transfer Mode [2] [3] is a gigabit riraged net-
working technology that can dynamically adjust its bandtvidTM offers a
channel abstraction, where a channel consists of a numisdotsf The num-
ber of slots allocated to a channel determines its bandwittle slots can be
allocated statically by pre-configured parameters, or oyoally adjusted to
the needs of an application. In DTM it is possible to allocatehannel to
a specific TCP connection, or to multiplex several TCP cotioes over the
same channel. We mostly investigated cases where each TRat®n is as-
signed to a separate channel, but show one case in which tRac®@nections
compete for a single channel. The DTM link capacity is onlgedted in the
forward direction in this study, we have not performed ahycation for TCP
acknowledgements.

TCP uses an end-to-end congestion control mechanism tahiéndptimal
bandwidth at which to send data. In order to get good througtwith TCP
operating over a technology such as DTM, it is important tdaratand the dy-
namic behaviour of the two schemes, especially when evatuatbandwidth
allocation strategy. TCP is capable of adjustingati® whilst DTM is capable
of changing itscapacity In dynamically interacting systems, it is possible to
create unwanted oscillations resulting in under allocatioover allocation of
bandwidth to TCP flows. In order to evaluate the performaridh® DTM
bandwidth allocator, we have implemented the algorithnménrtetwork simu-
lator ns-2. We have performed a number of simulations thetide single and
multiple TCP flows, links with varying delay characteristidifferent buffer
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sizes, plus TCP Reno and Tahoe variants.

Section 7.2 outlines DTM and our estimation algorithm, datian experi-
ments are given in Section 7.3, related work follows in Set#.4, and finally
conclusions and a discussion are given in Section 7.5.

7.2 Dynamic Synchronous Transfer Mode

DTM uses a TDM scheme where time slots are divided into cbatrd data

slots. The control slots are statically allocated to a nattkare used for sig-
nalling. Every node has at least one control slot allocétetl torresponds to
512 kbps of signalling capacity. The data slots are useddta ttansmission
and each slot is always owned by a node. A node is only allowestnd in

slots that it owns. The ownership of the slots is controllgdlaistributed al-

gorithm, where the nodes can request slots from other nddesalgorithms
for slot distribution between the nodes affect the netwakgrmance. Each
slot contains 64 bits and the slots are grouped in 125 micorgklong cycles.
The bit rate is determined by the number of slots in a cyclersoslot corre-
sponds to a bit rate of 512 kbps. By allocating a different bars of slots, the
transmission rate for a channel can be changed in steps &2

7.2.1 TCP Rate Estimation and DTM Capacity Allocation

TCP's rate is simply estimated as the numbeinzfomingbytes per second.
The algorithm which is presented next calculates the ratiging the num-
ber of bytes by the time elapsed. The rate of each flow is caledlten times
per second, i.e. every 100 ms. This value has been chosenaspranise
between good measurement granularity and processingeaertDTM tech-
nology however, has the ability to sample flows up to gigapéesls, i.e. at
sampling rates higher than 100 ms. Actual slot allocatioch@nges are done
only onceevery second, this is slightly coarser due to the overheamhdés
potentially having to negotiate slots.

We now describe the TCP bandwidth estimator. Figure 7.1 stibeyal-
gorithm used to estimate the rate of a given flow. As stateekyel00 ms the
estimator measures the ratew in bits per second and compares it with the
previous valuecur r ent . A delta of the difference is reduced BYM.SHI FT
in the algorithm. Note this delta is simply shifted, keepthg complexity of
the calculation to a minimum. In this case it is three, so teent value is
changed by one eighth towards the recently measured flove vaki shown
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dtm _calc_bw (new ){
DTM_SHIFT =3
MARGIN = 0.75
CORRIDOR =2

[* first half - Move last estimate closer */
diff = new - current
if (diff <0){
diff = (-diff) > DTM_SHIFT
current = current - diff // Decreasing
} else{
diff = diff > DTM_SHIFT
current = current + diff // Increasing

}

curr_slot = current / slabw

/* Second half - Last estimate within bounds ? */
if (curr_slot > upperbound )|| (curr_slot < lower_bound ){
dynBw = currslot + MARGIN + ( CORRIDOR / 2)
/* only change bw once per sec */
changelink_bw (dynBw)
}
}

Figure 7.1: Algorithm for bandwidth estimation

in the first half of the algorithm. This shift effectively éetmines how ag-
gressively TCP’s rate can be tracked. This default valuebeas chosen ex-
perimentally, as DTM is a deployed technology. The tecHniggort version

of this paper shows the affect of using other values [4]. Ijirtae units are

changed from bits per second to slots per second by dividiegdte by the
channel bandwidth and assigning this value to the variabte _s| ot .

The second half of the algorithm determines whether it iseegary to
change the slot allocations. The current slot value is coethbt upper and
lower bounds before making any changes. An offset, 0.75 tdtaMARG N
equivalent to 394 kbits, is added to the TCP throughput edéreo the DTM
allocation will be a little over the estimated rate. Figur2 Shows two plots us-
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Figure 7.2: Measured Throughput and Slot Allocation

ing the topology shown in Figure 7.3, the leftmost plot is #téual measured
bandwidth of a single TCP flow. The right plot shows the effeicedding
MARG Nand measuring the rate in slots. If the allocation was baseglypon
this estimate it would under allocate bandwidth, causind® T€duce its win-
dow because of congestion on the link. The rightmost grapbagser due to
the second granularity of the bandwidth changes. The dlatriate how the
estimation can be used to give TCP the bandwidth it needsemzEmaximise
throughput. One can also see in this figure that estimatemssafter 100 ms
but a change is not applied to the offered bandwidth befaeefitet second.
Note also the y-axis in Figure 7.2b) is in slots per secondraridits per sec-
ond as in the left figure. Additionally, BORRI DORis an amount the estimate
is allowed to vary before slots are added or decreased foaengh. This is not
visible in the plots but will be illustrated later. The puggois to avoid small
fluctuations causing unnecessary costly slot allocatiamghs. As mentioned,
slot changes can be time consuming due to the distributedenat DTM [5].

7.3 Simulation Tests

This section presents simulation results that show how th®l [@stimation

algorithm adapts the offered bandwidth to TCP flows. FiguBshows the
topology we used for the following simulations. The 5 Mbitr gecond link
between nodes two and three is the bottleneck link. The letkvben nodes
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three and four is the DTM link with dynamically allocated blavidth. Ini-
tially the DTM link is set to 10 Mbits per second. This valuesmghosen
simply for convenience, since simulating a 622 Mbits peoséclink with
large bandwidth flows is not feasible in a packet level sinaulbke ns-2. The
other two links also have a capacity of 10 Mbits per second.uk brans-
fer TCP Reno flow was setup between nodes one and five and thegtiput
measured at node three, in order to allocate bandwidth oautgoing DTM
link. In this first simulation the queue length in node 2 watsta&0 packets,
figure 7.4 shows the result. In congestion avoidance the T@Pificreases
the congestion window by the maximum segment size bytes Badhsec-
onds. However, the increase is not made each RTT. InsteadvilORcrease
M SS/congestion window bytes each time an ACK is received. This means
that after RTT seconds, the congestion window was increbgddSS bytes.
This continues until the TCP flow has filled the buffer spacthatbottleneck
link, resulting in a packet drop. TCP Reno, using fast resnaiband fast recov-
ery, then reduces the congestion window by half and congimith conges-
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Figure 7.5: Dynamically allocated bandwidth on a DTM link {dacket queue)

tion avoidance. The congestion window, therefore, follansawtooth curve.
If enough buffer space is available at the bottleneck lihlk, tate of the TCP
flow, perceived after the second link, is not affected whendbngestion win-
dow is reduced. This mechanism and result can be seen imtkfhaldle plots
of Figure 7.4. The rightmost plot shows the dynamically @died bandwidth
on the DTM link. It can be seen that TCP actually manages talgetit one
Megabit per second more on the DTM link due to the extra cépatibcated
to the flow through the addition d¥#ARG N. It should be stated in a real de-
ployment of TCP over DTM that this value is settable by netwoperators.
Its affect can be tested in simulation environments suchiasftnecessary.

Figure 7.5 shows the results when the queue size at the etidink is
limited to ten packets. This could be the case if a staticcation over the
DTM network has been setup. Now the rate of the TCP flow changpbs
the congestion window, but the changes are too small to taffiecdynamic
allocation of bandwidth. This is due to the corridor menéidrearlier to avoid
small changes from incurring changes in the slot allocatreme. Figure 7.6
shows the case in which the simulation with a small queueaizka 50 ms
link delay has been repeated using TCP Tahoe instead of T@B. RECP
Tahoe only relies on the retransmission timer and does rofass retransmit.
When a packet is dropped, the congestion window is set to ndalaw-start
is invoked. We can see that the allocation on the DTM link elp$ollows the
sharp saw tooth behaviour of TCP Tahoe Figure 7.6c¢).
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Figure 7.7: Simulation topology with two flows

7.3.1 Two Flows Per Channel and Small Router Buffers

So far, we have shown cases where the dynamic allocationmufvidth has
allowed TCP to maximise its throughput. We illustrate onsecaext when the
algorithm has weaknesses to allocate sufficient bandwalttvé TCP Reno
flows. In this scenario the fixed link case performs betteguFé 7.7 shows
the topology that we used. It differs from previous simwas in that the flows
have their own input buffer at node two but share a commonutbigifer in the
same node. This buffer is also served ten times faster tharelious cases
by the fact that the link feeding the DTM network was set to Mifits per
second. In this case the queue length of a DTM link, node thwase limited
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to ten packets.

Figure 7.8 shows the results when the link capacity betwegles 3 and
4 was fixed at 10 Mbits per second. We can see that both flows geaoa
reach their 5 Mbits throughput, effectively sharing equalhe DTM channel.
If we now turn our attention to the same simulation but replde static link
between nodes three and four with a variable one the regeltguate differ-
ent. Figure 7.9 shows the dynamically allocated bandwidtthe DTM link.
Neither of the flows manage to reach 5 Mbits per second on dlogfrut links.
In this case packets are being dropped in the output buffeodé three. This
can be seen in the congestion windows of the two flows, thegmeanage to
maintain the size of the static case, about 100 segmentsprbiséem in this
case is the estimation algorithm should netrease¢he estimatiorf packets
are being dropped. The algorithm is symmetric, it increasedecreases de-
pending on the measured rate. Additionally the effect ofstiert queue does
not help, there is not sufficient pressure with a small queleep the rate up,
with a larger buffer there is more pressure due to accunulizdekets. Inter-
estingly, the algorithm actually correctly allocates foe bbserved throughput,
however does not maximise the TCP throughput.

Some researchers have put forward TCP variants which aebtapf es-
timating the bandwidth such as TCP Westwood [6], which dosodly rely
on packet loss for congestion. It is not clear whether TCRauags such as this
will improve on the situation above without substantial slations. However
other TCP variants would be worthy of investigation. The arignt point to
note is that it is important to detect loss early and this aaddne by monitor-
ing queues for the local node or even via mechanisms such BORECN for
upstream nodes.

Our conclusion is that in the face of loss at a node the estimaigo-
rithm should not decrease to allow TCP to recover. So a speage for
loss could be introducediuring lossthe rate could be estimated but no ac-
tion is taken to adjust the bandwidth. One other solution ldidoe to adjust
the rate more slowly when allocatingss bandwidth. This is trivial in the
present scheme, tHeTM.SHI FT variable can be split int&TM.SHI FT_I NC
andDTM.SHI FT_DEC where a decrease in bandwidth takes place at a slower
rate. This might have adverse affects on a normal behavisigisyso, once
again would need to be validated with further simulationse Wéte that [7]
also performed comparisons with the fixed link case and simowné experi-
ment that the dynamically allocated link was not able to eohthe throughput
of a fixed link case. With a certain selection of parametessi only possible
to allocate slightly over half of the fixed link case. We cam# that it is not
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always possible to perform as the fixed link case, howeveipesisons, wher-
ever possible should be performed. The savings of allogdtist the required
bandwidth, however can be considerable. This was the metbggemployed
during our investigation.

7.4 Related Work

Work on estimating and maximising TCP throughput for vagaiapacity links
is relatively scarce. However comprehensive studies hega Hone related to
the performance of TCP on ATM networks [8] [9] [10]. The maonclusions
of the works are similar, the traffic classes of ATM are poalyted to the
bursty needs of TCP, due to the traffic contracts needed by &lelskes. The
conclusion of [8] is that the complexity of choosing traffarpmeters for ABR
is not in proportion to the benefits of carrying TCP/IP traffithe CBR class
is too simple for TCP, as only the peak rate is specified. Mésh® DTM
research in this area focuses on the distributed slot d@itocéor example [5].

Clark and Fang propose a framework for allocating bandwtadlififferent
users during congestion [11]. The focus of the work is TCR-ulalta transfers.
The authors attempt to keep TCP flows in congestion avoidantee best
case, and fast recovery phase in the worst case, by avoidipgpitig several
packets of the same flow in the same RTT. The conclusions afittea work
are similar to those of [8], that TCP connections can havedlfies to fill their
alloted bandwidth. The work resembles ours in that theyrgitdo allocate
bandwidth between different flows in a fair manner. It diéfélom ours in that
we assume that the network can change its offered bandwidttwe focus
on maximising TCP throughput, rather than trying to mam&iTCP state in
the face of adverse network conditions. In addition, wecalte bandwidth to
flows not only when the network is congested but also in nositahtions as
well.

Sterbenz and Krishnan investigate TCP over Load-Reactnkeslin a ICNP
publication [12] and a technical memorandum [7]. They usgsteresis con-
trol mechanism for capacity allocation. Buffer levels amemitored (as in [13])
and if the occupancy is greater than a threshold the capiaditgreased and
vice versa. This approach is not the same as ours, we me&suraté of in-
coming TCP flows at the router before the DTM link rather thiaa buffer
level in the router at the outgoing DTM link. Their scheme é&pdndent on
keeping buffers occupied all the time, otherwise the lingazity will fall and
hence the throughput. A single TCP flow is simulated and tiiecss state that
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the control parameters should be carefully chosen. Poanpeter choice can
have the opposite effect, resulting in TCP not being ableperate, as stated
previously. The work resembles ours in that a method is ptedgo react to
network load and allocate bandwidth for TCP accordinglydifters in that
we measure the throughput of individual flows and allocatedladth from
this measurements, where they use the buffer length as aineeafshe load.
Our system is less scalable, but more accurate, as we camaaisexactly the
bandwidth of the incoming TCP connections. Also there is aedito keep
buffers occupied to allocate bandwidth for TCP connectidxiso there is no
potential interaction between several dynamic allocasicimemes running on
the same node.

Lundqvist evaluates different algorithms for bandwidtbedtion for DTM
channels transporting IP traffic [13]. The algorithms wesgessed with respect
to throughput, delay and bandwidth changes per second. @eRdjustment
is done by placing the incoming packets into a buffer andregldihd removing
slots if the level of the buffer exceeds continuously maired threshold val-
ues. He concludes that adaptive strategies are recommérdedP, however
too frequent changes can be undesirable in a DTM networkaltetprocess-
ing cost. The main conclusion from this work is that the chai€ algorithm
can play a significant role in the performance. This work msilsir to ours in
that the goal is a slot allocation for TCP traffic over DTM. Weaaagree it
is important to keep the computational complexity low andMDBandwidth
changes as infrequent as possible. It differs from oursanhwe measure the
rate of each TCP flow, whilst he looks at the outgoing buffagtl as a sign to
increase or decrease the number of slots. We look more imtnescenarios
such as different link delays, buffer lengths and use twtedéht TCP types,
TCP Reno and Tahoe.

7.5 Conclusions

We have analysed a complex problem, allocating bandwidéhpmtocol that
can adapt its rate. The benefits of guaranteeing througbpuainf application
using TCP can be very beneficial, in particular the cost ggvimhen paying
per unit of transmission. The goal was to investigate theabielur of our
bandwidth estimation scheme, its affect on T&®d on a network that can
vary its capacity, in this case DTM. Our work however is nolydimited to
DTM technology, we can draw the same conclusions about T@erpeance
on any high speed network technology that offers varialpaciy.
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We have written a simulation environment using ns-2, anchdothat in
almost all cases, TCP could be allocated a share of the chidlen¢ical to its
measured throughput on a fixed network. We identified oness@@em which
the algorithm could be improved, when packets are droppedratiter with
a small buffer. In this situation the estimation algorithhosld not reduce
the offered bandwidth further, resulting in less offereddaidth and further
packet loss. Instead it should allow TCP to find the new capawsiailable in
the network. The combination of the small buffer size plughrspeed input
link aggravates this observed deficiency.

There are some other open issues, the system as describsdreeasur-
ing individual TCP flows, therefore methods that encapguauch as MPLS
would hinder us from measuring single flows. An alternats/emimonitor and
measure aggregate flows, however this was not the focus ofatk. DTM
is a fast MAN technology and can monitor flows at gigabit sgeédwever if
a bandwidth allocation scheme would be used in a non-DTMrenmient, es-
pecially in a backbone, some consideration would be neeatetié sampling
and measuring rate one can achieve with thousands of TCP. fkgygsegation
of flows in this context would be a viable alternative.

We have only considered bulk data transfers, as the schemsunes flow
bandwidths, it is not feasible to allocate bandwidth forT@P flows, partic-
ularly http transfers as most data is transferred duringstbw-start phase of
a TCP connection, e.g. banners, buttons etc. Another issoapacity pro-
visioning for ACKs, we assumed the return path for acknogéedents is not
constrained. In our experiments we had a return channelkbits per sec-
ond which was more than adequate to support the forward dega we were
using, a maximum of 100Mbits per second. Further invesbgas needed to
state where problems could arise as well as potential solsiti

We have not considered well known scenarios such as satiliés with
large bandwidth-delay products or more interestingly, sgttee control loops
are sensitive to delay. We believe some benefit would be ddigdooking
at this problem (and others with time sensitive mechanidnosh a control
theory perspective rather than the traditional networldpgroach, Westwood
referenced earlier, takes exactly this approach.

In a simulation environment the parameter space is largee tDispace
limitations we have only discussed a key subset of possihfeibsizes, link
bandwidths, link delays and TCP variants. Parameters teavarthy of fur-
ther investigation include sampling times and estimattmesholds. Further
results, plus validation tests for using ns-2 in these kifsiraulations, can be
found in the technical report [4].
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Abstract

Intra-domain routing in the Internet normally uses a singftertest path to
forward packets towards a specific destination with no kedge of traffic de-
mand. We present an intra-domain routing algorithm basedwdti-commaodity
flow optimisation which enable load sensitive forwarding@omultiple paths.
It is neither constrained by weight-tuning of legacy rogtiprotocols, such
as OSPF, nor requires a totally new forwarding mechanisieh sis MPLS.
These characteristics are accomplished by aggregatingydfiie flows des-
tined for the same egress into one commodity in the optimisatnd using a
hash based forwarding mechanism. The aggregation alslsresa reduction
of computational complexity which makes the algorithm fielesfor on-line
load balancing. Another contribution is the optimisatidrjeztive function
which allows precise tuning of the tradeoff between loadbeihg and total

network efficiency.
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8.1 Introduction

As IP networks are becoming larger and more complex, theatgesrof these
networks gain more and more interesttiaffic engineering1]. Traffic en-
gineering encompasses performance evaluation and penficeroptimisation
of operational IP networks. An important goal with trafficggmeering is to
use the available network resources more efficiently fdedsht types of load
patterns in order to provide a better and more reliable sena customers.

Current routing protocols in the Internet calculate thetst path to a des-
tination in some metric without knowing anything about tredfftc demand or
link load. Manual configuration by the network operator isrfore necessary
to balance load between available alternate paths to avoigestion. One way
of simplifying the task of the operator and improve use ofsah&ilable network
resources is to make the routing protocol sensitive to trdffimand. Routing
then becomes a flow optimisation problem.

One approach taken by others [2, 3, 4] is to let the flow opttios re-
sult in a set of link weights that can be used by legacy roypirjocols, e.g.,
open shortest path first (OSPF), possibly with equal costi+tpath (ECMP)
forwarding. The advantage is that no changes are needed mafic routing
protocol or the forwarding mechanism. The disadvantagessthe optimisa-
tion is constrained by what can be achieved with tuning thights. Another
approach is to use MPLS [5], multi-protocol label switchifigr forwarding
traffic for large and long-lived flows. The advantage is thatdptimisation is
not constrained, but at the cost of more complexity in theinguand forward-
ing mechanisms.

Our goal is to design an optimising intra-domain routingtpeol which
is not constrained by weight-tuning, and whichnbe implemented with mi-
nor modifications of the legacy forwarding mechanism basedestination
address prefix.

In this paper we present a routing algorithm for such a patbased on
multi-commaodity flow optimisation which is both computatally tractable
for on-line optimisation and also can be implemented witleardegacy for-
warding mechanism. The forwarding mechanism needs a matidficsimilar
to what is needed to handle the ECMP extension to OSPF.

The key to achieve this goal, and the main contribution of gaper, is in
the modelling of the optimisation problem. We aggregattraffic destined for
a certain egress into one commodity in a multi-commodity fatimisation.
This reduces the number of commodities to at mésthe number of nodes,
instead of beingV? when the problem is modelled with one commodity for
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each pair of ingress and egress nodes. As an example, theutatiop time
for a 200 node network was in one experiment 35 seconds.Hidglefinition
of a commaodity thabothmakes the computation tractabdedthe forwarding
simple.

Another important contribution is the definition of an opsation objec-
tive function which allows the network operator to choosesximum desired
link utilisation level. The optimisation will then find theamst efficient solu-
tion, if it exists, satisfying the link level constraint. ©objective function thus
enables the operator to control the trade-off between nigiiig the network
utilisation and balancing load over multiple paths.

The rest of the paper is organised as follows. In the nexiseete de-
scribe the overall architecture where our optimising magitalgorithm fits in.
Section 8.3 presents the mathematical modelling of theragdition problem.
We continue with a short description of the forwarding met&ia in Sect. 8.4.
After related work in Sect. 8.5 we conclude the paper.

8.2 Architecture

In this work we take the radical approach to completely repthe traditional
intra-domain routing protocol with a protocol that is basedflow optimisa-
tion. This approach is perhaps not realistic when it comegpoymentin real
networks in the near future, but it does have two advantagest, it allows
us to take full advantage of flow optimisation without beiimgited by current
practise. Second, it results in a simpler overall solutiompared to, e.g., the
metric tuning approaches [2, 3, 4]. The purpose of taking épproach is to
assess its feasibility and, hopefully, give an indicatiorhow to balance flow
optimisation functionality against compatibility withgacy routing protocols.
In this section we outline how the multi-commaodity flow algbm fits
into a complete routing architecture. Figure 8.1 scheralyidllustrates its
components. Flow measurements at all ingress nodes andltéetion of the
result are new components compared to legacy routing. Tlesmements
continuously (at regular intervals) provide an estimatéhefcurrent demand
matrix to the centralised flow optimisation. The demand masraggregated
at the level of all traffic from an ingress node destined foeain egress node.
If a more fine-grained control over the traffic flows are deskifer instance
to provide differentiated quality of service, a more fingiged aggregation
level can be chosen. This results in more commodities in gtandsation,
which can be potential performance problem. One approdohrisroduce two
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Figure 8.1: Routing architecture with flow optimisation.

levels in the optimisation, one with a longer time-scaledaality of service
flows.

The demand matrix is input to the flow optimiser together veitmodel
of the network. The result of the optimisation is a set of ealy,, which
encode how traffic arriving at a certain nodg @estined for a certain egress
node ¢) should be divided between the set of next hof)s These values are
used at each node together with a mapping between destiratiresses and
egress nodes to construct forwarding tables. Finally, #nekegt forwarding
mechanism is modified to be able to distinguish packetsrigtfior a certain
egress node, and to forward along multiple paths towarcethgsesses.

The computation of the multi-commodity flow optimisatiorgatithm is
inherently centralised. In this paper we also think of thenpatation as im-
plemented in a central server. If a so-called bandwidth &rdak needed or
desired for providing a guaranteed quality of service, itasural to co-locate
it with optimisation. We however see the design of a distedumechanism
implementing flow optimisation as an important future wdsai.

The timescale of operation is important in an optimisingtiray architec-
ture. There are several performance issues that put lowsrdsoon the cycle
flow measurement—optimisation—new forwarding tables. flé(\@ measure-
ment need to be averaged over a long enough time to get sofficitable
values. Our current research as well as others [6] inditetethe needed sta-
bility exists in real networks at the timescale of a few, mafile to ten, min-
utes. Other performance issues are the collection of thefleasurements, the
computation of the optimisation algorithm, and the disttibn of the optimi-
sation result. Our initial experiments indicate that a n@tirisation cycle can
be started in approximately each five minutes for typicabittomain sizes.

An issue that we have identified is how to handle multiple sgge for a
destination injected into the domain by BGP, the bordergayeprotocol. A
straightforward way to solve this is to introduce additiomatual nodes in
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the network to represent a common destination behind batksegs. This
approach may however introduce a large number of additivodés. This will
need to be more carefully considered in the future.

8.3 Optimisation

The routing problem in a network consists in finding a path attiple paths
that send traffic through the network without exceeding tapacity of the
links. When using optimisation to find such (multiple) patiss natural to
model the traffic problem as a (linear) multi-commodity netieflow problem
(see, e.g., Ahuja et al. [7]), as many authors have done.

First, the network is modelled as a directed graph (thisgjitie topology,
i.e., the static information of the traffic problem), andnhtbe actual traffic
situation (i.e., the dynamic part of the problem, consgstifithe current traffic
demand and link capacity) as a linear program. In modelliegtetwork as a
graph, anode is associated to each router and a directetbeeleh directional
link physically connecting the routers. Thus, we assumevarggraphG =
(N, E), whereN is a set of nodes anfl is the set of (directed) edges. We will
abuse language and make no distinction between graph andmkehode and
router, or edge and link.

Every edgg(, j) € E has an associated capacity reflecting the band-
width available to the corresponding link. In addition, vesame a givede-
mand matrixD = D(s,t) expressing the traffic demand from nogieo node
t in the network. This information defines the routing problem order to
formulate it as a multi-commodity flow (MCF) problem we musicitle how
to model commodities. In the usual approach [7, 2, 8] comtiesdare mod-
elled as source-destination pairs that are interpretedlagéffic from source
to destination”. Thus, the set of commodities is a subsdi®f3artesian prod-
uct N x N; consequently, the number of commaodities is bounded byghars
of the number of nodes. To reduce the size of the problem ameldlspp com-
putations, we model instead commodities as (only destinptiodes, i.e., a
commaodityt is to be interpreted as “all traffic 3. Thus, our set of commodi-
ties is a subset oV and, hence, there are at most as many commodities as
nodes. The corresponding MCF problem can be formulatedlasvi

min {f(y) |y € P12} (MCF12)

wherey = (y};), fort € N, (4, j) € E, andPy, is the polyhedron defined by
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the equations:

>ooowh— Y. Wk o= dit) ViteN  (81)
{3lGi.g)er) {i1G.)eE}
douh < ki V(i,j) € E (8.2)
teN
where
-3 D(s,t)  ifi=t
d(i,t) = gy
D(i,t) if i # ¢

The variable@fj denote the amount of traffic taouted through the link:, ;).
The equation set (1) state the condition that, at interntediades (i.e., at
nodes different front), the outgoing traffic equals the incoming traffic plus
traffic created at and destined te, while at¢ the incoming traffic equals all
traffic destined ta@. The equation set (2) state the condition that the totdidraf
routed over a link cannot exceed the link’s capacity.

It will also be of interest to consider the correspondingapemwithoutre-
quiring the presence of the equation set (2). We denote thidegm (/CF',).
Notice that every poiny = (yfj) in P15 or P, represents a possible solution
to the routing problem: it gives a way to route traffic over tegwork so that
the demand is met and capacity limits are respected (wheidhbs toP;5),
or the demand is met but capacity limits are not necessadiyacted (when it
belongs taP;). Observe thay = (0) is in P2 or in P; only in the trivial case
when the demand matrix is zero.

A general linear objective function for either problem hasform f(y) =
> (i) Vi Yt We will, however, consider only the case whentdjl = 1
which corresponds to the case where all commodities haveatime cost on
all links. We will later use different objective functions¢luding non-linear
ones) in order to find solutions with desired properties.

8.3.1 Desirable Solutions

In short, the solutions we consider to be desirable are tivbgeh areefficient
andbalanced We make these notions precise as follows.

We use the objective function considered abofle) = 3, (; , vi;, as
a measure of efficiency. Thus, given, y» in P> or Py, we say t€1aty1 is
more efficienthanys if f(y1) < f(y2). To motivate this definition, note that
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whenever traffic between two nodes can be routed over twerdift paths of
unequal length,f will choose the shortest one. In case the capacity of the
shortest path is not sufficient to send the requested trgffigjll utilise the
shortest path to 100% of its capacity and send the remainafijctover the
longer path.

Given a pointy = (yi;) as above, we le¥; ; = >, vi; denote the
total traffic sent througly, j) by y. Every suchy defines autilisation of edges
by the formulau(y, i, j) = Yi;/ki;, andu(y,4,j) = 0 whenk;; = 0. Let
u(y) denote the maximum value efy, i, j) where(s, j) runs over all edges.
Given an? > 0, we say thay € Pi5 (ory € Py) is ¢-balancedif u(y) < ¢.
For instance, a solution i9 (7)-balanced if it never uses any link to more than
70 % of its capacity.

8.3.2 How to Obtain Desirable Solutions

Poppe et al. [8] have proposed using different linear objeétinctions in order
to obtain traffic solutions that are desirable with respecgveral criteria (in-
cluding balance, in the form of minimising the maximum stliion of edges).
Fortz and Thorup [2, 3], on the other hand, considers a fixedepwise linear
objective function (consisting of six linear portions f@aoh edge) which makes
the cost of sending traffic along an edge depend on the tilisaf the edge.
By making the cost increase drastically as the utilisatippraaches 100 %,
the function favours balanced solutions over congested.oAs the authors
express it, their objective function “provides a generaitheffort measure”.

Our contribution is related to the above mentioned work iat tve use
different objective functions to obtain desirable soloipand the functions are
piece-wise linear and depend on the utilisation. In contag work defines
different levels of balance (namel§sbalance). For each such level, a simple
piece-wise linear objective function consisting of twaelim portions for each
edge isguaranteedo find /-balanced solutions provided, of course, that such
solutions exist. Moreover, the solution found is guarathitedbe more efficient
than any othef-balanced solution.

Another distinctive feature of our functions is that theg defined through
a uniform, theoretical “recipe” which is valid for every metrk. We thus elim-
inate the need to use experiments to adapt our definitionsesudts to each
particular network. Finally, the fact that our functionsistst of only two linear
portions, shorten the execution time of the optimisation.
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0
Figure 8.2: The link cost functio@-*.

8.3.3 The Result

To formulate our result we need to introduce some notati@tyl= (y;;) be
a point of P;5 or P, and suppose given real numbers> 1 and¢ > 0. We
define the link cost function (illustrated in Fig. 8.2)

ifU </
CZ,)\(U): U IU_
AU+1-N 1 ifU>¢

We use this function in the definition of the following objeetfunction:

Fr) = >0 ki M uly,i, §)

(i.4)eE

We also need to define the following constants:

v=min{f(y)|y € Pia} and  V=max{f(y)|y € Pia}

Notice thatv > 0 sinceD(s,t) > 0, andV < oo since the network is finite
and we are enforcing the (finite) capacity conditions. At aerractical level,
v can be computed by simply feeding the linear problem {ifity) |y € P12}
into CPLEX and solving it. Then, to computgé one changes the same linear
problem to a max problem (by replacing "min” by "max”) and\ges it.

Finally, letd > 0 denote the minimum capacity of the edges of positive
capacity. We can now state the following theorem whose piogfven in a
technical report [9]:

Theorem 1 Let/, e be real numbers satisfyimy< ¢ < 1and0 <e <1 —£.
Suppose thay € P, is ¢-balanced, and leA > 1 + UV—; Then any solution:
of MCF; with objective functiorf** is (¢ + ¢)-balanced. Moreover; is more
efficient than any othel? + ¢)-balanced point of’; .

Observe that, sincé < 1 andy € P is {-balanced, we can us&CF',
instead of MCF12. Informally, the theorem says that if there drbalanced
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solutions, therf** will find one. The numbet > 0 is a technicality needed
in the proof. Notice that it can be chosen arbitrarily small.

Theorem 1 can be used as follows. Given a target utilisatimay/ =
0.7, computeg—;, choose a\ as in Theorem 1, and choose> 0, saye =
0.01. Finally, compute a solution, say, of MCF; with objective function
4. Then there are two exclusive possibilities: eithes 0.71-balanced or
there is no such solution. In the last casecan be thought of as a “best
effort” solution since we have penalised all utilisatioroa0.7 (which forces
traffic using edges to more than 70 % of capacity to try to hedqbut nd).71-
balanced solution exists. At this point we can either acteistbest effort
solution or iterate, this time setting the balance targes&y,0.85, etc. After
a few iterations we arrive at a solution which is “sufficigfitbalanced or we
know that there is no solution thatdsbalanced for the current value 6ivhich,
we may decide, is so close tahat it is not worthwhile to continue iterating.

8.3.4 A Generalisation

Theorem 1 has a useful generalisation that can be describill@vs. Par-
tition the set of edge into a family (E;) of subsets, and choose a target
utilisation ¢; for eachE;. The generalised theorem says that for smaaH 0

we can define a function correspondingfte* in Theorem 1, such that solv-
ing MCF, with this objective function will result in efficient solatis that are
(¢; + €)-balanced onE; provided, of course, that such solutions exist. The
generalised theorem is more flexible in that it allows us gks®lutions with
different utilisation in different parts of the network.

8.3.5 Quantitative Results

We have used CPLEX 7:bon a Pentium laptop to conduct numerical exper-
iments with a graph representing a simplified version of Apegected net-
work. The graph has approximately 200 nodes and 720 directgds. If we
had modelled MCF with source-destination pairs as comrexdithe linear
problem corresponding t&/CF 12 would consist of some 8 million equations
and 30 million variables. Modelling commodities as traficatnode MCF 15
contains, in contrast, “only” about 40 000 constraints ad@l @00 variables.
Solving MCF'; with objective functionf‘* takes approximately 35 seconds.
Solving the same problem with the objective function coeséd by Fortz
and Thorup [2, 3] takes approximately 65 seconds. Our exyesris suggest

1ILOG CPLEX 7.1 http://www.ilog.com
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Figure 8.3: Address lookup data structure for multiple gativarding.

that this function picks solutions that minimise balanececdntrast, withf*
we can choose any desired level of balance (above the minjmiucourse).

8.4 Multi-Path Forwarding

By modelling the routing problem as “all traffic 6, as described in the pre-
vious section, we get an output from the optimisation thavédl suited for
packet forwarding in the routers. The result from the opgation, they;; val-
ues, tells how packets at a certain nodetg¢ a certain egress nods (n the
network should be divided between the set of next hgpdi/e thus need a for-
warding mechanism that can distinguish packets destinea ¢ertain egress,
and that can forward along multiple paths.

To enable forwarding along multiple paths, we introduce moge step in
the usual forwarding process. An egress data structureésted in the address
lookup tree just above the next hop data structure as itedrin Fig. 8.3. A
longest prefix match is done in the same manner as in a stafafararding
table, except that it results in the destination egress .nddee egress data
structure stores references to the set of next hops to wiifftctfor that egress
should be forwarded, as well as the desired ratios;ﬁyéor all js) between
the next hops.

In order to populate the forwarding tables a mapping has terbated
between destination addresses and egress nodes. The idedwdtion is the
same as a regular intra-domain routing protocol needs,samigtained in much
the same way. For destinations in networks run by other operé.e., in other
routing domains), the mapping is obtained from the BGP ngupirotocol. For
intra-domain destinations, the destination prefix is diyeconnected to the
egress node.
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Mechanisms for distributing traffic between multiple linkave been thor-
oughly evaluated by Cao et al. [10]. We propose to use a tadedhashing
mechanism with adaptation, because it can distribute thd &xcording to
unequal ratios, is simple to compute, and adapts to the piep®f the ac-
tual traffic.

Similar mechanisms already exist in commercial routersdéeoto handle
the equal cost multi-path extension to OSPF and similaiogais.

8.5 Related Work

With the prospect of better utilising available networkaasces and optimis-
ing traffic performance, a lot of research activity is cuthggoing on in the

area of traffic engineering. The general principles andiremqents for traffic

engineering are described in the RFC 3272 [1] produced biBRE Internet

Traffic Engineering working group. The requirements foffitaengineering

over MPLS are described in RFC 2702 [5].

Several researchers use multi-commodity flow models in theext of
traffic engineering. Fortz and Thorup [2, 3] use a local dearuristics for op-
timising the weight setting in OSPF. They use the result oftireommodity
flow optimisation as a benchmark to see how close to optineaDIBPF routing
can get using different sets of weights. Mitra and Ramakast{11] describes
techniques for optimisation subject to QoS constraints PLIg-supported IP
networks. Poppe et al. [8] investigate models with diffé@jectives for cal-
culating explicit routes for MPLS traffic trunks. Multi-canmodity flow and
network flow models in general have numerous applicatioasar& compre-
hensive introduction to network flows can be found in Ahujalef7].

A somewhat controversial assumption when using multi-coutity flow
optimisation is that an estimate of the demand matrix islalbd. The prob-
lem of deriving the demand matrix for operational IP netvaigkconsidered by
Feldmann et al. [12]. The demand matrix only describes theenutraffic situ-
ation but, for an optimisation to work well, it must also beaod prediction of
the near future. Current research in traffic analysis by tAkharyya et al. [6]
and Feldmann et al. [12] indicate that sufficient long termvfkiability ex-
ists on backbone links in timescales of minutes and hoursranthnageable
aggregation levels to make optimisation feasible.
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8.6 Conclusions

We have taken the first steps to introduce flow optimisatioa raiting mech-
anism for an intra-domain routing protocol. We have presgtatrouting algo-
rithm based on multi-commaodity flow optimisation which waich is compu-
tationally tractable for on-line routing decisions andoadgly require a small
modification to the legacy packet forwarding mechanism. édaork is how-

ever needed on other components in order to design and ireptearcomplete
routing protocol using our algorithm.

The key issue, and our main contribution, is the mathenlaticalelling
of commodities. Traffic destined for a certain egress nodggregated into
a single commodity. This results in computational requigats an order of
magnitude smaller than in the traditional models where tledlpm is mod-
elled with one commaodity for each flow from one ingress to ogress node.

Multi-path forwarding of the aggregates produced by théniger is then
handled by a hash based forwarding mechanism very similah#a is needed
for OSPF with ECMP.

Another contribution is the design of a generic objectivection for the
optimisation which allows the network operator to choosessirgd limit on
link utilisation. The optimisation mechanism then compguiemost efficient
solution given this requirement, when possible, and preduacbest effort so-
lution in other cases. The process can be iterated with, l@imary search to
find a feasible level of load balance for a given network load.
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Abstract

The focus of this paper is on traffic engineering in ambiemivoeks. We de-
scribe and categorize different alternatives for makirgrtsuting more adap-
tive to the current traffic situation and discuss the chgiesthat ambient net-
works pose on traffic engineering methods. One of the maieatilggs of traf-
fic engineering is to avoid congestion by controlling andrafsing the routing
function, or in short, to put the traffic where the capacity The main chal-
lenge for traffic engineering in ambient networks is to cojith the dynamics
of both topology and traffic demands. Mechanisms are nedagdtan han-
dle traffic load dynamics in scenarios with sudden changasffic demand
and dynamically distribute traffic to benefit from availabésources. Trade-
offs between optimality, stability and signaling overh#zat are important for
traffic engineering methods in the fixed Internet becomen awere critical in
a dynamic ambient environment.
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9.1 Introduction

The existing mobile and wireless link layer technologi&s WLAN, GSM,
3G, etc, lack a common control plane in order to enable eerdsus benefit
fully from the offered access connectivity. For instangeemtors only grant
access to users with whom they have previously signed aregmet. Simi-
larly, there is no technology to automatically and tranepty select the best
and most cost effective link technology for the end-usere Ambient Net-
works project [1] aims to address these issues and to pravidefordable,
robust and technology independent communication platfieyond 3G. Am-
bient networks also support cooperation between opertidrandle control
functions such as managing mobility, security, and qualityservice. The
key concept of ambient networks is network composition. woeks estab-
lish inter-network agreements on-demand without humaaraation. Network
composition will provide access to any network instantiywahere at any time.

Instant network composition brings new challenges to traffigineering
and monitoring of the network. Traffic engineering enconspagperformance
evaluation and performance optimization of operationavneks. An impor-
tant goal is to avoid congestion in the network and to makebase of avail-
able network resources by adapting the routing to the ctitraffic situation.
More efficient operation of a network means more traffic cahdredled with
the same resources which enables a more affordable seAdcambient net-
works compose and decompose the topology and traffic pattem change
rapidly. This means that one can not rely only on long-terwoek plan-
ning and dimensioning that are done when the network is firét. bTraffic
engineering mechanisms are needed to adapt to changesiaggand traffic
demand and dynamically distribute traffic to benefit fromilatde resources.

In this paper we identify and analyse the challenges amhimiorks pose
to traffic engineering. At this stage, we intend to identégearch issues and
discuss how we intend to address them. Consequently, wetdgimdo pro-
vide integrated solutions to the problems identified.

The rest of the paper is organized as follows. In the nexi@eete intro-
duce Ambient Networks. In the following section we give arslmtroduction
to traffic engineering. Section 4 discuss the challengesesehrch issues for
traffic engineering in Ambient Networks. Finally, in thetagction we give a
short summary and discussion.
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9.2 Ambient Networks

The Ambient Networks project [1], started in 2004, is an gnéged project
within the EU’s 6th Framework Programme. The overall puguafthe project
is to build an architecture for mobile communication netkgdneyond 3G [2].
Ambient networks represents a new networking concept wéiitcls to enable
the cooperation of heterogeneous networks belonging terdiit operators or
technology domains.

The basis for communication in Ambient Networks is IP. Hoarethe ar-
chitecture should overcome the diversity in access netteathnologies. To be
specific, Ambient Networks should support present accessitdogies as well
as enable incremental introduction of new access techied@gd services to
the communication architecture. Further, the project @onsnable coopera-
tion between operators to handle control functions suchasaging mobility,
security, and quality of service.

A key concept in ambient networks is network compositione Vision is
to allow agreement for cooperation between networks on ddraad without
the need of preconfiguration or offline negotiation betweetvork operators.
The composition should also be rapid enough to handle atitapta moving
networks such as a train with an internal access networknaisrough an
operators network. This instant network composition singw challenges to
network management and traffic engineering in ambient m&s@].

In conventional IP backbone networks the variability bathriaffic pat-
terns as well as in topology is small. The network topologly atanges if
routers or links go up/down or when new links are added to gtevork. In-
ternet traffic has been shown to have very bursty and selfssivehaviour on
short time-scales but if we consider timescales of tens afites the variabil-
ity in traffic basically follow diurnal patterns in a highlygdictable manner. In
Ambient Networks on the other hand, network topology anffitrpatterns is
expected to be under constant change as networks composieamnpose.
This is further illustrated in Figure 9.1. The figure showsiafaility in traffic
patterns along the x-axis and variability in topology alding y-axis. To some
extent the characteristics of Ambient Networks overlapdharacteristics of
conventional IP networks. However, Ambient Networks cavenuch broader
spectrum of variability in both topology and traffic pattern

In ambient networks we can expect both conditions similacuwent IP
backbone networking as well as conditions where the topotdgnges are
similar to ad-hoc networks and traffic demands shift due tdifitp of net-
works and network composition. However, this paper is fedusn traffic
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Topology variability

Traffic variability

Figure 9.1: Characteristics of Ambient Networks compacechbinventional IP
networks.

engineering under varying traffic patterns. The behaviéuetwork topology
is considered to be similar to the conditions in conventitPaetworks.

9.3 Traffic Engineering

For a network operator it is important to analyse and tung#réormance of
the network in order to make the best use of it. The procesedbpnance
evaluation and optimization of operational IP-networksfien referred to as
traffic engineering. One of the major objectives is to avaidgestion by con-
trolling and optimizing the routing function. The traffic gineering process
can be divided in three parts as illustrated in Figure 9.2e fitst step is the
collection of necessary information about network state.b@& specific, the
current traffic situation and network topology. The secaeg s the optimisa-
tion calculations. And finally, the third step is the mappirgm optimization
to routing parameters. Current routing protocols are aeigo be simple and
robust rather than to optimize the resource usage. The tvgbcommon intra-
domain routing protocols today are OSPF (Open Shortestiatt) and 1S-IS
(Intermediate System to Intermediate System). They are lbdk-state proto-
cols and the routing decisions are typically based on lirdtcand a shortest
(least-cost) path calculation. While this approach is $&mpighly distributed



98 Paper D

and scalable these protocols do not consider networkaiiitiz and do not al-
ways make good use of network resources. The traffic is raarigbe shortest
path through the network even if the shortest path is ovdddand there exist
alternative paths. With an extension to the routing prototike equal-cost
multi-path (ECMP) the traffic can be distributed over selpadhs but the ba-
sic problems remain. An underutilized longer path cannotded and every
equal cost path will have an equal share of load.

raffic statistics
and

Optimisation
topelogy

Figure 9.2: The traffic engineering process.

This section introduces and analyses different approatcheaffic engi-
neering in IP networks. In the next subsection we presenaméwork to
categorize different methods of traffic engineering. Thésrfework is used in
the following section to analyse a selection of suggestethoas for traffic
engineering.

9.3.1 Classification of Traffic Engineering
Methods

A classification of traffic engineering schemes is possillle@numerous axis.
Our framework is intended to facilitate the analysis anghed identify the
requirements for traffic engineering in Ambient Networks.

e Optimize legacy routing vs novel routing mechanismsOne approach
is to optimize legacy routing protocols. The advantage &y egeploy-
ment of the traffic engineering mechanism. However, thed¥aatage
is the constraints imposed by legacy routing.

e Centralized vs distributed solutions A centralized solution is often
simpler and less complex than a distributed, but is morearalole than
a distributed solution.

e Local vs global information. Global information of the current traffic
situation enables the traffic engineering mechanism to figlblaal op-
timum for the load balancing. The downside is the signalieguired
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to collect the information. In addition, in a dynamic enviroent, the
information quickly becomes obsolete.

e Off-line vs on-line traffic engineering. Off-line traffic engineering is
intended to support the operator in the management andiptanfhthe
network. On-line traffic engineering on the other hand, ieaxa signal
from the network and perform some action to remedy the proble

The taxonomy above is intended to assist us in the analygsiffit en-
gineering methods in Ambient Networks and should not berdEghas com-
plete. A detailed taxonomy of traffic engineering methodstwafound in RFC
3272 [4].

9.3.2 Previous Work

The general problem of finding the best way to route traffiotigh a network
can be mathematically formulated as a multi-commodity fIMZE) optimiza-
tion problem. This has recently been used by several rdsganaps to address
traffic engineering problems [5, 6, 7, 8, 9]. In the simplesdecthe optimiza-
tion result can be used as just a benchmark when evaluagmettiormance of
the network to see how far from optimal the current routinghisiumber of at-
tempts has been made to optimize legacy routing protocol8, . Fortzet.al
[6] uses a search heuristic to optimize the OSPF link weightslance load
in a network and the MCF optimization serves as a benchmarkésearch
heuristic. Similarly, Wanget.al attempts to find the optimal link weights for
OSPF routing. However, they formulate the problem as a tipeagram and
find the link weights by solving the dual problem. The optiatian can also
be used as a basis for allocating Label Switch Paths (LSP)RLS/[7, 10].
A more long-term research goal would be to construct a newi+path rout-
ing protocol based on flow optimization [5]. A somewhat diéfiet approach is
taken by Sridharaat.al [8]. Instead of calculating the link weights the authors
use a heuristic to allocate routing prefixes to equal-codti+paths. Again the
MCF optimization serves as a benchmark for the heuristic.

All global optimization methods require an estimate of therent traf-
fic situation as input to the estimation. The current trafftoation can be
succinctly captured in a traffic matrix that has one entrydach origin-to-
destination traffic demand. However, the support in routerseasure the
traffic matrix is only rudimentary. Instead operators aneéal to estimate the
traffic matrix from incomplete data. This estimation prahlbas recently been
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addressed by many researcher. An evaluation of a wide melaxtestimation
methods and further references can be found in Guenal{11].

An attempt to localize and distribute the routing decisim#\daptive
Multi-path routing (AMP) [12]. In AMP information on the tfiic situation
on links is only distributed to the immediate neighbors afteeouter. Hence,
AMP relies on local information in neighboring routers tdotate next hop
towards the destination. Andres-Cotsal[13] introduces Multi-Path Routing
with Dynamic Variance (MRDV), where load on the next hop todethe des-
tination is included in the selection of next hop towardsdhstination. In this
approach no load information is exchanged between roubessead the cost
of each path towards the destination is weighted by a vagiéaator which re-
flect load on the next hop. Hence, traffic is shifted from higdeaded links to
links with less load. A related approach is introduced byukuty et.al [14].
Here the routing decision is divided into two steps. Firstiltiple loop-free
paths are established using long term delay informatiothdrsecond step the
routing parameters along the precomputed paths are adjusiieg only local
short-term delay information.

9.4 Challenges for Traffic Engineering in Ambi-
ent Networks

The main challenge for traffic engineering in Ambient Netkgis to cope with
the dynamics of both topology and traffic demands. Mechasniara needed
that can handle traffic load dynamics in scenarios with sndtanges in traffic
demand and dynamically distribute traffic to benefit fromilade resources.
As described in section 9.3.1 , different traffic enginegnnethods can be
categorized by how much network state information they Tikés ranges from
methods that only use local state information to improvedahe-balancing to
optimization methods that need global state informatiothim form of link
capacities and a traffic matrix as input. The trade-offs ketwoptimality,
stability and signaling overhead are crucial for traffic imegring methods in
the fixed Internet and it is even more critical in a dynamic entenvironment.
The traffic engineering problem can best be modeled as a-oartimodity
flow optimisation problem. This type of optimisation teatunés take as input
globalinformation about the network state (i.e., traffio@ads and link capac-
ities) and can calculate the global optimal solution. Incticee though, there
might be several reasons why we need to deviate from the aptise of the
network. This could be because the calculations are toarres@onsuming
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and take too long time. It could also be because the inputetkisdhard to
measure and collect and that it varies too much over timewgolitd create too
much signaling overhead or create instabilities.

MCF optimisation problems easily becomes large with tenthofisands
of variables and constraints. But it is possible to caleuthe global optimal
solution in tens of seconds even for large networks [5] if pastraints are
given on the number of paths that can be used. Finding thenapset of
weights in OSPF though usually has to rely on heuristic matho

One can argue that, if it is important to make the best pasailse of
network resources then the routing should not be restritieghat can be
achieved by tuning the weights in the legacy routing protadostead, the op-
timisation should come first and the result should be implastusing new
routing mechanisms if needed. On the other hand, the studyobly et.al
[6] shows that in practice the solutions that can be achiéyegroper weight
settings in OSPF are close to the optimal at least for thear&sithey investi-
gated.

Multi-commodity flow optimization as well as heuristic metts for set-
ting optimal weights in OSPF are both typical examples ofredised schemes
that use global information in the form of topology and tiaffiatrix and pro-
duce global optimum routing or at least results that are goothe network
as a whole. The problems with this type of solution is measuthe traffic
demands that are needed as input and the signaling oventezdadawhen col-
lecting this data. A centralised solution also creates aiptesbottleneck and
a single point of failure. Further, in a dynamic environmt traffic data
quickly becomes obsolete. If the routing decisions are dasethe wrong
input we may create congestion that would not be there if ghsirtest-path
routing had been used. This sensitivity to the traffic dyreoif course holds
for all types of load-sensitive routing.

Examples of other schemes that uses global informationtabath the
topology and the traffic situation but takes local decisi@ml so avoids some
of the problems with a centralised solution) is differentds of QoS-routing
schemes. Here information about for instance delay or l@egbah link in the
network is flooded to all nodes. Each node then makes shqradist(or least-
cost) calculations in this metric. Each node chooses thepdaths through
the network from its own perspective but the decisions driedl decisions
without consideration of the network as a whole. So care megaken with
this type of mechanism to avoid hot-spots where everybodyemdraffic to
underutilised links and route flapping were nodes congtasitift load back
and forth.
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Another possibility would be to only use local informatiomen taking
local decisions and so avoid all the signaling overhead. [£8Je can assume
that the topology is much more constant than the traffic |bad tve can use
global information about the topology i.e using legacy poats like OSPF to
calculate the connectivity (shortest paths) and use ochl ioformation about
the traffic situation to balance the load in the network. Tifian interesting
approach in a dynamic environment such as ambient netwaiks,sudden
changes in traffic demand. For instance in a scenario with\angmetwork
such as a train with an internal access network passingghran operators
network. Instead of flooding the network with load inforneaitiand wait for
a new routing to be calculated a node can make local decisiodsadapt to
the situation. A node that experiences a sudden increagaffic tdemand
can directly shift load from heavily loaded links to unddisgd paths. The
drawback of this is of course that the consequences of tte tlacisions for
the network as a whole are difficult to grasp. Care must bentakethat local
improvements don't create overload somewhere else in theonle So, a
careful evaluation of this type of mechanism is needed.

There are different timescales for traffic engineering. Ateiiesting ap-
proach would be if global information reflecting the traffiwation in a coarser
and longer time perspective could be used to make a tentatiting calcula-
tion for the whole network. And let the nodes fine-tune theirguparameters
with respect to local information in the nodes or informatgained from the
immediate vicinity of respective node. But this is a topicfiarther study.

9.5 Summary

This paper identifies the requirements and challengesdfiictengineering in

a dynamic environment. We give a short introduction to theafent Networks

project which aims to provide a novel mobile communicatitatfprm beyond

3G. Further, a framework for classification of traffic engirieg methods is
introduced to facilitate the analysis and identificatiorcbéllenges for traffic
engineering in Ambient Networks. This framework is usediszdss the prop-
erties a traffic engineering scheme must hold in order to theetequirements
of Ambient Networks.
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Abstract

Internet traffic volumes continue to grow at a great rate, pashed by video
and TV distribution in the networks. This brings up the needtfaffic engi-
neering mechanisms to better control the traffic. The objedf traffic engi-
neering is to avoid congestion in the network and make goeditiavailable
resources by controlling and optimising the routing fumeti The challenge
for traffic engineering in IP networks is to cope with the dymes of Internet
traffic demands. Today, the main alternative for intra-diontraffic engineer-
ing in IP networks is to use different methods for setting whedghts in the
routing protocols OSPF and IS-IS. In this paper we revigtweight setting
approach to traffic engineering but with focus on robustn&¥s proposé-
balanced weight settings that route the traffic on the shopi@ths possible but
make sure that no link is utilised to more than a given lévélhis gives ef-
ficient routing of traffic and controlled spare capacity todli@ unpredictable
changes in traffic. We present a heuristic search methodnfinfy|-balanced
weight settings and show that it works well in real networgrsarios.
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10.1 Introduction

Internet traffic volumes continue to grow at a great rate, powhed on by
video and TV distribution in the networks. Increasing t@ffolumes neces-
sitate upgrades of network equipment and new investmentgpferators, and
keep up-to-date the question of over-dimensioning netwapacity versus us-
ing traffic engineering mechanisms for better handling th#it. In addition,
as new bandwidth demanding and also delay and loss sensdiveces are
introduced, it is even more important for the operator to agnthe traffic
situation in the network.

The main challenge for traffic engineering is to cope withdigpamics of
traffic demands and topology. How to best model and descgbeegated In-
ternet traffic is still an open area of research. On shortdtakes up to seconds
the traffic is very bursty and on long timescales there aengitedictable daily
and weekly cycles. In between there can be unpredictableggsaand shifts
in traffic demand, for instance due to hotspots and flash cspaidbecause a
link goes down, there are changes in the inter-domain BGi#nhgor because
traffic in an overlay is re-directed. For future networks meaariability in traf-
fic demands is also expected due to mobility of nodes and mk$samd more
dynamic on-demand service level agreements (SLA:S).

The traffic variability means that, even if we could meastme ¢urrent
traffic situation exactly, it would not always correctly piet the near future
traffic situation and this needs to be taken into account vewéng traffic en-
gineering. Network operators often handle this by relyingimple well-tried
techniques (like OSPF and IS-IS routing), over-dimensigraf network ca-
pacity, and simple rules of thumb (i.e upgrade the link cépaghen mean
utilisation reaches 70-80%) rather than introducing caxptaffic engineer-
ing techniques.

In this paper we take this need for spare capacity and simpés rof
thumb as our starting point. We revisit the approach of ugieght settings
in OSPF/IS-IS for traffic engineering but now with focus omustness. We
propose weight settings that we chbalancedwhere the operator, by setting
the parametdr(to say 80%), control the maximum utilisation level in the-ne
work and how much spare capacity is heeded to handle unpabtidraffic
changes. With ahbalanced routing the traffic takes the shortest pathsiplessi
but makes sure that no link is utilised to more than a givealleVf possible.

The main contributions in this paper are:

e We proposd-balanced weight settings in OSPF/IS-IS for robust traffic
engineering.
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e We present a heuristic search method for findibglanced weight set-
tings and show that it works well in real network scenarios.

e We evaluaté-balanced routing and compare it with other proposed traf-
fic engineering objectives for several real network top@e@nd traffic
data sets.

If traffic levels continue to grow then of course network czipaneeds to
be added at some point. But traffic engineering Withalanced routing can
extend the upgrade cycle and postpone the investment, gdiec to better
use the existing resources in the network until the highilset links have
been upgraded.

The paper is organized as follows. Section 10.2 gives a ghtooduction
to traffic engineering in IP networks and Section 10.3 diseaselated work.
We then present thiebalanced cost function in Section 10.4 and describe the
search heuristic used for findingbalanced weight settings. In Section 10.5
we evaluate the proposed methods. We show that the seardbtiveworks
well for finding I-balanced weight settings in real traffic scenarios. Furthe
we compare the robustness of different weight-setting oustfand investigate
what happens to link utilisations in the network if a traffiendand suddenly
increases. Finally, in Section 10.6 we make some concludinarks about
our findings.

10.2 Traffic Engineering in IP networks

The objective of traffic engineering is to avoid congestiothe network and
to make better use of available network resources by adafim routing to
the current traffic situation. The traffic demands in a neknaranges over
time and for network operators it is important to tune themoek in order
to accommodate more traffic and meet service level agresni®@hAs) made
with their customers. This means that a network operatonoanely only on
long-term network planning and dimensioning that are dohemthe network
is first built. Robust traffic engineering mechanisms areleddhat can adapt
to changes in traffic demand and distribute traffic to benefinfavailable re-
sources.

The first step in the traffic engineering process is to colleetnecessary
information about network topology and the current traffication. Most traf-
fic engineering methods need as input a traffic matrix deisgyithe demand
between each pair of nodes in the network. The traffic masgrbhén used as
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input to the routing optimization step, and the optimizerhpzeters are finally
used to update the current routing.

Today, the main alternative for intra-domain traffic engirieg in IP net-
works is to use different methods for setting the weightsl (em decide upon
the shortest paths) in the routing protocols OSPF (Opent&taPath First)
and IS-IS (Intermediate System to Intermediate Systemgs@&lare both link-
state protocols and the routing decisions are based ondisils @and a shortest
(least-cost) path calculation. With the equal-cost mpidtih (ECMP) extension
to the routing protocols the traffic can also be distributeer several paths that
have the same cost. These routing protocols were desigrssl $omple and
robust rather than to optimize the resource usage. They doynthemselves
consider network utilisation and do not always make goodafiseetwork re-
sources. The traffic is routed on the shortest path througinéiwork even if
the shortest path is overloaded and there exist alterngditres. It is up to the
operator to find a set of link costs (weights) that is besteskior the current
traffic situation and that avoids congestion in the network.

The general problem of finding the best way to route traffiotigh a net-
work can be mathematically formulated as a multi-commotldw (MCF)
optimization problem (see, e.g., [1, 2, 3]). The networkhisrt modeled as a
graph. The problem consists of routing the traffic, given leamand matrix,
in the graph with given link capacities while minimizing astéunction. With
no limitations on how the traffic flows can be divided over tlework links
the MCF optimal routing problem can be formulated and effittiesolved as
a linear program. Introducing integer weights and ECMP t&sbipaths con-
straints, where the traffic no longer can be split arbityariiakes the problem
computationally much harder. For reasonably sized netsvorie usually has
to rely on search heuristics for determining the set of wisigtather than cal-
culating the optimal weights.

10.3 Related work

Traffic engineering by finding a suitable set of weights in G88-IS is a well
studied area of research and it is described in recent tektin the area [3, 4].
When we now revisit the weight setting approach to trafficieagring we are
most inspired by the pioneering works by Fortz and Thorup]2and Ramakr-
ishnan and Rodrigues [6], in that we use a piece-wise linestrfanction and
search heuristics to find suitable weight settings.

Several studies [2, 7, 8, 9] have shown that even though wiethe rout-
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ing of traffic to what can be achieved with weight-based ECM#test paths,
and not necessarily the optimal weights but those found byckeheuristics,
it often comes close to the optimal routing for real netwatkrearios. How
the traffic is distributed in the network very much dependstmobjectives,
usually expressed as a cost function, in the optimisation.often proposed
objective function is described by Fortz and Thorup [2] (awvedwill refer to
it as the FT cost function further on). Here the sum of the owsr all links
is considered and a piece-wise linear increasing costifumit applied to the
flow on each link. The basic idea is that it should be cheap ¢oaLignk with
small utilization while using a link that approaches 100%is#tion should
be heavily penalized. Thiebalanced cost function [1, 10] used in this paper
is similar in that it uses a piecewise linear cost functiomlidain desireable
solutions. Additionaly, it gives the operator the oppoityiho set the maxi-
mum wanted link utilisation. Cost functions for traffic engering is further
investigated by Baloet.al[11]

The main difference in this paper compared to previous warkveight
settings is our focus on robustness and the objective oédicly a controlled
spare capacity for handling unpredictable traffic shiftsr f®bust traffic engi-
neering much of the focus is on handling multiple traffic rizats and traffic
scenarios [5, 12, 13, 14, 15] and handling the trade-off betwoptimizing for
the common case or for the worst case.

Xu et.al[16] describe a method to jointly solve the flow optimizatemd
the link-weight approximation using a single formulati@sulting in a more
efficient computation. Their method can also direct traffreronon-shortest
paths with arbitrary percentages. Their results should bésdirectly appli-
cable to our problem of providing robustness to changesustygubstituting
their piece-wise linear cost function with our cost funatidn a continuation
on this work Xuet.al[17] propose a new link-state routing protocol. The pro-
tocol splits traffic over multiple paths with an exponenpahalty on longer
paths and achieves optimal traffic engineering while ratgithe simplicity of
hop-by-hop forwarding.

10.4 L-balanced solutions

10.4.1 Optimal I-balanced routing

A routing is said to bé-balancedif the utilisation is less than or equal t@n
every link in the network. For instance a solution is (0.@)amced if it never
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uses any link to more than 70% of its capacity.

The l-balanced cost function, its theoretical foundation, ase im MCF
optimisation is described in [1, 10]. The idea is to use a &nmiece-wise
linear cost function as shown in Figure 10.1 and apply it e dkilisation of
each link in the network. The cost function consists of tweedir portions
where the slope of the second line segment should be largghrio penalise
utilisation above and balance traffic over longer paths.

The work in [1, 10] present a formula to calculate the costfiam, for
a given network topology and traffic situation, that guagestto find al-
balanced optimal routing (provided, of course, that sudbtmms exist) that
takes the shortest paths possible and makes sure that ris litiksed to more
thanl.

L

Figure 10.1: The link cost function.

10.4.2 Search for I-balanced weight settings

To apply thel-balanced routing in real OSPF/IS-IS networks we need to find
I-balanced weight settings. For weight settings we dont lla@@uarantee to
find anl-balanced routing in the same way as described for optimalng
above. But we want to use tiébalanced cost function to find weights settings
that achieve the same effect of taking the shortest pattsigesvhile routing
the traffic so that no link is utilised to more than a given ldve

The optimal weights are often too computationally hard ame consum-
ing to calculate for real networks and traffic scenariostdad we use a prob-
lem specific local search heuristic to determine the set @flws. An overview
of local search methods can be found in [18]. Our search ndatho be placed
under the Tabu search meta-heuristic in that we allow castasing solutions
to direct the search away from local minima, and use a tabudiprevent
from looping back to old solutions. A solution is a vector= {w1, .., w,}
of weights, with one weight per directed link in the netwoYke have a solu-
tion spacél where each weight can take integer values betwesamn65535.
We generate a neighboring solutibre N (w) by increasing one weight in the
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current solutionw to divert traffic from the most utilised links, t) or change
weights to create paths with the same cost to get ECMP roaofitrgffic over
several links froms. We use a-balanced cost function (as described in the
previous section) calculated for the given topology, teaffiatrix and required
utilisation levell. The costf(w) for a given weight vector is determined by
calculating the shortest paths routing with these weighitsguDijkstra’s algo-
rithm, adding the traffic matrix, and applying the cost fumetto the resulting
link loads. The starting point s to set all weights to the samalue, for instance
w; = 10. The search terminates either when we find a solution witisation
under the thresholdor it stops after a fixed number of iterations.

At the core of our search method is a simple descent searthvfise we:

1. choose an initial weight vectore W

2. find the neighboy € N (i) with lowest costi.e.f(j) <= f(k) for any
ke N(3).

3. If f(j) >= f(4) then stop. Else sét= j and go to step 2.

This type of search may stop at a local minimum. We thereftiosvathe
search to continue by doing new descents starting from weegh with higher
cost. We use information that becomes available duringéhecs to build a
candidate list of weight sets that are used as starting aand a tabu list of
weight sets are used to avoid cycling.

We start by setting all weights to the same value. This gikiesshortest
paths in number of hops which probably is a good startingtdoinmost real
networks; if the link capacities are uniform and the netweds built with
OSPF/IS-IS routing in mind. Given the network topologyfftcamatrix and
initial weights, we calculate the ECMP shortest paths, &eédttaffic matrix,
and find the most loaded linls, ¢) in the network. If the utilisation is less than
| then we are done. We have a routing that takes the shortdst passible
and makes sure that no link is utilised to more than the limif the link is
utilised to more thah we start searching for a better weight setting using two
strategies:

o the first search strategy is to increase the weight on thdaaaded link
in controlled steps so to divert more and more demands (dropate-
mands) from the link. See details in 10.4.3.

e the second search strategy is to find weights to get ECMPrgrbm s
for the demands oveg, ¢), and so balance the traffic over the outgoing
links from s. See details in 10.4.4.
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In each iteration of a descent we have a number of neighbayhveettings
that we evaluate (one for each weight step and ECMP set descabove).
If a neighbor weight setting gives a lower cost than the aurbest (in this
iteration) it is saved and used as the starting point in the iberation. If a
candidate weight setting gives a routing with a higher deahtthe current best
but with a different link than(s, t) as most utilised, then that weight-setting
is saved in the candidate list and used as a starting poiratrfother descent
search later on.

10.4.3 How to determine weight increments for a link?

If a link (s,t) is over-utilised we want to increase the weight on the link in
controlled steps so to divert more and more traffic demarats the link.

To decide the steps in which to increase the weighfson) we first deter-
mine the current total weight-cost for each demand routed @v¢). We then
temporarily take away the links, ¢) from our representation of the topology
and calculate a new shortest-path routing. For all demdmatsbiefore were
routed ovels, ) we then check how much the weight cost have increased and
use this for determining the steps with which to increasenbight on(s, ¢).

In the example in Figure 10.2, we assume that the two demaxtls2)
and D(4,2) overload the link(1,2). We thus want to divert traffic from the
link (1, 2) by increasing the weight(1, 2).

We start by determining the increase steps in which to irserélae weight
w(l,2):

The total weight costs fab(1,2) andD(4, 2) are 10 and 40, respectively.
If we take away the link(1,2), we get total weight costs of 30 and 50, an
increase by 20 and 10 units respectively. From this we demidibe increase
steps 10, 15 (mid-point between 10 and 20), 20 and 21 unitsadiighis to
the originalw(1,2) = 10 and get the candidate weightg1, 2)= 20, 25, 30
and 31 to evaluate.

With the first incrementy(1, 2) = 20 we divert half of demand(4, 2) by
ECMP while the other half oD(4, 2) and all of demand(1, 2) is still routed
on(1,2). The nextincrement(1, 2) = 25 diverts all of D(4, 2) but keeps alll
of D(1,2). With w(1,2) = 30 we also route half oD(1, 2) on another path
and withw(1,2) = 31 we divert all traffic from(1, 2).
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,3)=4o

Figure 10.2: Example with an overloaded link (1,2) wherditracan be di-
verted to other paths by increasing the weight on (1,2) introfled steps
w(1,2)=20, 25, 30 and 31. With the first increment w(1,2)=20divert half of
demand D(4,2) by ECMP. The next increment w(1,2)=25 divalitsf D(4,2),
and with w(1,2)=30 we route also half of D(1,2) on anothemhpaFinally,
w(1,2)=31 diverts all traffic from (1,2).

10.4.4 How to determine ECMP weight settings?

If we have a weight set that results in an overloaded (ink) then we want to
also evaluate neighbor weight settings where we split tralimands evenly
over the outgoing links from using ECMP. In order to split a traffic demand
ECMP the total weight for each path fraosrto the demand destinatiehneed
to be the same.

Consider, as in Figure 10.3, a nagehe next hops;, and the shortest path
P; from eacht; to the destination. Also consider the corresponding weights
w(s, t;) and total weight cost(P;) for a pathP; from ¢; to d. One way to
achieve ECMP weights is to adjust the weights, ¢;) on the outgoing links
from s such that:

w(s,ti) =14+ maxj—1,. o {w(P;)} —w(P;)

This gives the same total cost for each path from s to d.

A possible extension to this is to not always spread the traffer all pos-
sible links but also evaluate different subsets of ECMP Waigetting with
varying number of outgoing links from
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Figure 10.3: Determining ECMP weights

10.4.5 Increment weight on a less utilised link in a path

With high traffic load in the network, link weights can becosensitive to
change after some iterations in the search. For instance @wan overloaded
link already have adjusted the weight to split a large demetidECMP then
we can not easily increase the link weight to divert yet aaoflow without
disturbing the existing load balancing.

In order to divert traffic demands to other paths but withdstuotbing ex-
isting splits on the most utilised link we extend the neigtiomd in the search.
We evaluate weight sets where we instead of changing thehveigthe over-
loaded link(s, t) increment the link weight some step away closer to the de-
mand destination.

10.5 Evaluation

10.5.1 Method

In order to evaluate thebalanced routing and our search method for find-
ing I-balanced weights we use real network topologies and tnaiéitrix data
that we scale up to get high loads in the networks. First ini®&ed0.5.2 we
evaluate that the search method works well for findiiglanced weight set-
ting in these scenarios och compare the resulting netwadslovith optimal
I-balanced routing and routing with other traffic enginegrifbjectives. The
main objective of-balanced routing is to give spare capacity to handle traffic
changes. In Section 10.5.2 we investigate how differengltesettings handle
hotspots where one traffic matrix entry increases.

For the evaluation we use three different data sets thatidechetwork
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topologies and traffic matrix data from the Geant networl,[28d from the
European and American sub-networks of a global IP network.

o Network |: the Geant network with 23 nodes, 74 links and 506 aleds.

o Network Il: the American network with 24 nodes, 110 links &5&PR
demands.

e Network Ill: the European network with 11 nodes, 38 links 446 de-
mands.

The details of the global IP-network, the subnetwork tog@e and traffic
demands, are described in [20]. For the Geant network wél iekacapacities
to 10 Gb and scaled up the traffic data to create high load®ingbwork.

10.5.2 Static scenario: Evaluating the search method

The evaluation shows that tiédoalanced objective and our search method for
finding I-balanced weight settings work well. Figure 10.4w8h comparisons
of optimal and weight-baseldbalanced routing (with=80%) for increasing
levels of traffic demand in the Geant network (Network I) ahd American
network (Network Il). Thd-balanced routing sends the traffic on the shortest
paths as long as the utilisation is low in the network. Thepshaf the curves
shows that when we scale up the traffic demand-b&lanced method tries to
keep the utilisation undd+0.8. The figures also show that the weight-based
routing is close to the optimal routing which validates tbat search method
for setting the weights works well. Note that optimal rogtiminimises the
total cost when thébalanced cost function is applied to the utilisation offeac
link in the network. The utilisation for an individual linlafid so the maximum
link utilisation) can be higher in the optimal solution iffinds a shorter path
that still keeps the utilisation belolw

Figure 10.5 shows a comparison betweenlthalanced routing and other
traffic engineering objectives. The minimum-hop routingtivall weights set
to 1), where no attempt is done to adapt the weight settingetatirrent traffic
demand, quickly leads to overload in the network when thé¢rdemands are
increased. Thebalanced method sends the traffic on the shortest pathegs lo
as the utilisation is less than the chosen vak@8. With a low utilisation of
the network there is no reason to split the traffic over séymaths. The FT
cost function used in [2], pushes down the maximum link sdifion already
at lower traffic levels. This piece-wise linear cost funnt@onsists of several
segments which is reflected in the shape of the curve witleg@legt where the
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maximum link utilisation is pushed down. With minmax rowgfithe objec-
tive is to minimise the maximum link utilisation in the netiko This routing
always balance the load over the network to keep the highesttilisation
down to a minimum. The optimal minmax routing gives a lowentdon how
much it is possible to keep down the maximum link utilisation

10.5.3 Dynamic scenario: Evaluation of robustness

The main purpose with-balanced routing is to give a controlled traffic level
and spare capacity to handle uncertainties and sudden ebamghe traffic
situation. To confirm that thebalanced weight settings fulfil this, we added
hotspot traffic (in a magnitude that théalanced routing should be able to
handle) and investigated the resulting link utilisationBigure 10.6 shows
the maximum link utilisations for minimum hop routingpalanced and FT
weight-settings under assumed hotspot traffic in the Geaintark scenario.
After determining the weights and the routing for a givefffitanatrix each of
the 506 demands was increased one at a time by 20% of the lacita The
minimum hop routing gives overloaded links for many of théspots at this
traffic demand level while thebalanced and FT routing manage to handle the
traffic increase without exceeding the capacity of any lilmkFigure 10.7 we
increase the traffic level. Now the FT routing sometimeslteso overloaded
links when the hotspot traffic is added. Thealanced routing (with=0.8) on
the other hand gives 20% spare capacity and so handle treasecfor any of
the demands. The minimum hop routing without any traffic eagiing gives
link overload even without adding hotspot traffic at this @ level and is
not shown in the figure.

10.6 Conclusions

L-balanced weight settings give the operator possibibtapply simple rules
of thumb for controlling the maximum link utilisation androol the amount
of spare capacity needed to handle sudden traffic variatitingives more
controlled traffic levels than other cost functions and medfieient routing for
low traffic loads when there is no need to spread traffic ovegéo paths. In
this paper we have presented a heuristic search method dimdirbalanced
weight settings and shown that the search and the result@ighivsettings
work well in real network scenarios.
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Figure 10.4: Comparison of maximum link utilisations fotiopal and weight-
based L-balanced routing for different scaled traffic dedséin the Geant net-
work (top) and the American network (bottom). The utilisatis kept under
the chosen limit and the weights found by the search heuristic gives a routing
close to optimal.
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Maximum link utilsation for different traffic engineering objectives
T T T T T T

1.4 —s— Minimum hop routing X
—+— L-balanced optimal routing '
—OE— L-balanced weights
1.2 —&— FT optimal routing X 7

—8— FT weights a
—¥— Minmax optimal routing

0.6

max link utilisation

0.4

0 2 4 6 8 10 12 14
Traffic demand

Figure 10.5: Comparison of maximum link utilisations foffeient traffic en-
gineering objectives in the Geant network.
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Figure 10.6: Hotspot traffic scenario in the Geant networlem@arison of
maximum link utilisations for three weight setting straesg Minimum hop
routing exceeds the link capacity whildalanced and FT routing can avoid
overload.
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L-balanced (I=0.8)
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Figure 10.7: Hotspot traffic in the Geant network with scalgdtraffic de-
mands. FT routing here gives overloaded links while the laibeed routing
can handle the traffic increase.
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