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Abstract

This paper proposes a probabilistic generative model

that concurrently tackles the problems of image retrieval

and detection of the region-of-interest (ROI). By introducing

a latent variable that classifies the matches as true or false,

we specifically focus on the application of geometric con-

strains to the keypoint matching process and the achieve-

ment of robust estimates of the geometric transformation

between two images showing the same object. Our exper-

iments in a challenging image retrieval database demon-

strate that our approach outperforms the most prevalent ap-

proach for geometrically constrained matching, and com-

pares favorably to other state-of-the-art methods. Further-

more, the proposed technique concurrently provides very

good segmentations of the region of interest.

1 Introduction

This paper tackles a large-scale query-by-example image

retrieval problem. This problem has been traditionally tack-
led using the well-known Bag-of-Words (BoW) model [1],
a robust and computationally affordable procedure. This

model involves the generation of a visual vocabulary, so
that each local descriptor in a image is associated with the
most similar visual word in the vocabulary (quantization
process). Then, the resulting histogram of word occurrences
is used to compute a similarity measure between every pair
of images. Since the BoW model does not take into con-
sideration the spatial distribution of the visual words in the
image, several geometry-aware approaches have been pro-
posed to refine the baseline ranking provided by the BoW
model.

The last research directions on this topic can be broadly

categorized into three classes: a) those aiming to improve

the visual vocabulary; b) those performing a query expan-

sion; and c) those improving the matching process with ge-

ometric considerations.

Regarding the first direction, one of the first approaches

to large-scale image retrieval [7] proposed the use of very
large vocabularies (up to 16.7M words) and compared the
performance of several clustering techniques in terms of
their ability to generate the vocabulary. In a more recent
approach [8], a soft quantization in the vocabulary assign-
ment provided a notable increase in the performance. It is
also worth mentioning the approach proposed in [10], where
a kernel density estimation was used to perform a unified
treatment of the descriptor quantization and the matching
process.

With respect to the second direction, the query expansion
technique [8] used top-ranked images as new queries in or-
der to perform various iterations of the matching process.
This procedure achieves notable improvements in retrieval
performance at the expense of an important increase in the
computational time.

Finally, although a geometric-based verification post-
processing step is the most prevalent approach to incorpo-
rate geometric information to the matching process [7] [8],
there have been other proposals in the literature that effi-
ciently take geometric constraints into account. In [4], the
authors proposed a combined use of Hamming embedding

and weak geometric consistency to enhance the retrieval
process. In [12], geometry-preserving visual phrases were
proposed that capture local and long-range spatial relations
between visual words.

The inclusion of geometric constraints in the matching

process lays the foundations for the concurrent segmenta-

tion of the ROI. In [7], for example, only those matches

obeying a specific t ransformation between images will be
considered as true matches. This classification between true
and false matches provides useful information to generate a
segmentation mask associated with the ROI in the query im-
age.

In this paper we propose a geometric-aware matching

based on a probabilistic mixture model that concurrently

solves the problems of retrieval and ROI segmentation.

Specifically, we present a unified framework that models

several properties of the matching process between two im-
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ages, such as spatial coherency, geometric transformations

and visual similarity. As a result, the proposed method natu-

rally provides a segmentation mask associated with the ROI

in the query image.

From our point of view, our procedure provides several

benefits: first, the segmentation of the ROI may be useful in

many applications (e.g. video editing); and second, it im-

proves the retrieval process by enforcing matches to fulfill

a set of constraints. Furthermore, the obtained segmenta-

tion masks might be used as filters in new iterations of the

retrieval process, so that only specific regions of the query

image are searched in the reference database.

The remainder of this paper is organized as follows. In
Section 2 we state the problem and present our probabilistic
solution. In Section 3 we assess our proposal in comparison

with several state-of-the-art approaches. Finally, in Section
4 we discuss our results and outline future lines of research.

2 A generative model for image retrieval

2.1 Problem statement

Let us assume that we have two images that represent

the same concept (place, monument, object): a query image

Iq and a reference image Ir. The objective is to compute a

similarity measure between the two images. This process

involves several steps that are described next.

The first step of the process entails generating local im-

age descriptors, on which the matching algorithm relies.

These descriptors represent the appearance of local regions

computed around a set of salient points (keypoints) in each

image. Since the detection of keypoints depends on the im-

age content, we have a set of local descriptors whose size

may differ from one image to another. Second, each de-

scriptor in the query image should match another in the ref-

erence image. This step usually relies on several thresholds

on the visual distance between the descriptors, so that non-

likely matches are filtered out. In particular, we have used

two thresholds to discard matches: a threshold on the ab-

solute distance between two descriptors, and a threshold on

the ratio between the distances with respect to the first and

second neighbor. However, the values of these thresholds

are conservative, so that the following steps of the matching

process are still responsible for deciding on true and false

matches.

Once we have a set of Nr potential matches between the

two images, we consider as if the query image had been

generated by a composition process involving, on the one

hand, geometrically transformed objects from the reference

image and, on the other, some background regions. There-

fore, we consider the generation of a query image as a mix-

ture of K elements, K − 1 coming from objects that also

Figure 1. Proposed graphical model. Nodes
represent random variables (observed-

shaded, latent-unshaded); edges show
dependencies among variables; and boxes
refer to different instances of the same

variable.

appear in any of the reference images and 1 from the back-

ground. This approach allows the query image to share spe-

cific objects or areas with a reference image while differing

in others.

Each match i is then defined by three variables

{xqi ,xri ,di}, which denote the spatial coordinates in the

query and reference images, and the matching distance, re-

spectively. For each true match between the two images, we

have made the following three assumptions:

1) A keypoint in the query image x
q
i = (xqi ,y

q
i ,1) that

has been matched with a keypoint in the reference image

xri =(xi,yi,1) belongs to a specific object that is also present
in the reference image. Therefore, there exists an object-

level geometric transformation model. In this paper, due to

their simplicity and linearity, we propose the use of Affine

Transformations:

x
q
i = Akrx

r
i (1)

where Akr is a 3x3 matrix that defines the Affine transfor-

mation that the object k undergoes from the reference image

r to the query.

2) Keypoints belonging to an object k should appear at

certain locations of the query image.

3) True matches tend to show lower matching distances.

Therefore, we suggest to reinforce those matchings whose

corresponding distances exhibit low values.

In the next subsection we describe the generative model

built upon these three assumptions.

2.2 The proposed generative model

Given a query image i and a set of R reference images

{r = 1, ...,R}, a set of Nr potential matches are generated

between the query image and the reference image r, as de-
scribed in section 2.1.
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The query image is then represented as a mixture of K

components: one background (B) component (k = 1) that

is made up of all the false matches (keypoints that cannot

be matched in any reference image); and K− 1 foreground

(F) components (k = 2, ...,K−1), each one associated with

an object in the query image that has been successfully

matched in at least one reference image. It is worth noticing

that each detected keypoint in the query image might gener-

ate up to R matches (one for each reference image), which

are treated as independent matches.

In order to generate a probabilistic definition of each

match i between the query image and a reference image r,

we aim to model the probability distribution p(xqi ,di|xri ,θ),
where θ is the model paremeter vector. In order to build

this probability model, our previous assumptions on true

matches have been considered through the corresponding

probabilistic distributions, which are described first in an

independent manner for the sake of simplicity:

Mixture weights: Let us define zi as a simple indicator

variable that associates a keypoint i in the query image with

a specific component of the mixture. Hence, p(zi = k) =
πk is the prior probability of the event that the keypoint i

belongs to the component k of the mixture. This distribution

is defined by a multinomial parameter π .

Transformation-based location: p(xqi |k,xri ,AkrΣ
A
kr) is

the probability that the location x
q
i of the keypoint i is gener-

ated by applying the geometric transformation Akr to x
r
i , that

stands for the location of the matched keypoint in the refer-

ence image. It is worth noticing that, for compactness, the

index kmeans conditioning on zi = k. For the F components

in the mixture, this probability is modeled by a Gaussian

distribution of mean Akrx
r
i , the expected location given the

transformation, and a covariance matrix ΣA
kr, which models

the uncertainty of the transformation (for robustness). For

the B component, we propose a uniform distribution over

the spatial locations (HxW are the dimensions of the query

image). As a result, the formulation of this distribution is as

follows:

p(xqi |k,xri ,Akr,Σ
A
kr) =

{
Uxq(H,W ) k = 1

Nxq(Akrx
r
i ,Σ

A
kr) k > 1

(2)

Spatial coherency-based location: p(xqi |k,µk,Σk)mod-

els the spatial distribution of the component k in the query

image Iq. This term imposes certain spatial coherence over

the components so that the keypoints associated with a par-

ticular object in the query should be located in certain area

of the image. This area is defined by a Gaussian distribution

with mean µk and covariance matrix Σk. For the background

component, we propose a uniform distribution over the spa-

tial locations. Hence, we define this distibution as follows:

p(xqi |k,µk,Σk) =

{
Uxq(H,W ) k = 1

Nxq(µk,Σk) k > 1
(3)

Visual similarity: p(di|k,λk) models the probability of

the computed visual similarity di between the descriptors

(matching distance), given the component. An exponen-

tial distribution is proposed for foreground components and,

again, a uniform distribution is proposed for the background

component, thus leading to the following definition:

p(di|k,λk) =

{
Ud(0,1) k = 1

fd(λk) = λke
−λkdi ;d ≥ 0 k > 1

(4)

Integrating all of these distributions, the proposed

model probabilistically describes each potential match

{xqi ,xri ,di} by means of a finite mixture of hybrid (spa-

tial+transformation+similarity) components. Figure 1

shows the graphical model of the proposed algorithm. Fol-
lowing this model, the probability of a match, defined by the

variables x
q
i and di, given the potentially matched keypoint

xri in the reference image, is stated as follows:

p(xqi ,di|xri ,θ) =
K

∑
k=1

p(zi = k)p(xqi |k,xri ,Akr,Σ
A
kr,µk,Σk)

· p(di|zi = k,λk) (5)

where θ is the set of parameters of the model θ =
{π,A,ΣA,µ ,Σ,λ}, and p(xqi |k,xri ,Akr,Σ

A
kr,µk,Σk) is the

location-related probability, which fuses the location dis-

tributions coming from considering the affine transforma-

tion and the spatial coherency. Specifically, this distribution

has been formulated as follows: the background component

has been represented as a uniform distribution; whereas the

foreground components have been defined using the follow-

ing factorized conditional distribution:

p(xqi |k,xri ,Akr,Σ
A
kr,µk,Σk) =

Nxq(Akrx
r
i ,Σ

A
kr)Nxq(µk,Σk)

B(xri )
(6)

where B(xri ) is a normalizing factor that ensures that

p(xqi |zi = k,xri ,Akr,Σ
A
kr,µk,Σk) is a pdf over x

q
i . Further-

more, given a set of parameters and a set of reference key-

points xri , this normalizing factor does not depend on the

data x
q
i and can be pre-computed as:

B(xri ) =|2π(ΣA
kr+Σk)|−

1
2 · (7)

exp

[
−1

2
(Akrx

r
i −µk)

T (ΣA
kr+Σk)

−1(Akrx
r
i −µk)

]

2.3 Inference

Considering our definitions of the variables and the
graph shown in Fig. 1, the log-likelihood of a corpus of
R reference images can be stated as:

logL ∝
R,Nr

∑
r,i

log
K

∑
k=1

πkp(x
q
i |k,xri ,Akr,Σ

A
kr,µk,Σk)p(di|k,λk) (8)
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which is not directly optimizable due to the sum inside

the logarithm. It should be noted that, for compactness,

those distributions that differ for background and fore-

ground components have been written in a general form.

Applying the Jensen’s inequality we obtain a lower

bound of the log-likelihood:

logL≥
R,Nr ,K

∑
r,i,k

φik

[
logπk+ log p(xqi |k,xri ,Akr,Σ

A
kr,µk,Σk)

+ log p(di|k,λk)− logφik

]
(9)

where p(zi = k|xqi ,θ) = φik denotes the posterior (given the
data) probability of a keypoint i belonging to the component

k of the mixture, and obeys ∑K
k=1 φik = 1.

We propose the use of the Expectation-Maximization

algorithm to obtain the values of the parameters that

maximize the lower bound of the log-likelihood (Maximum

Likelihood or ML values).

EM-Algorithm: Omitting the algebra, in the E-step of

the EM algorithm we compute the expected values of the

posterior probabilities φik:

φik ∝

{
πkUxq(H,W )Ud(0,1) k = 1

πk
B(xri )

Nxq(Akrx
r
i ,Σ

A
kr)Nxq(µk,Σk) fd(λkr) k > 1

(10)

In the M-step we compute the values of the model pa-

rameters that maximize the Likelihood:

πk =
1

R

R

∑
r=1

1

Nr

Nr

∑
i=1

φik (11)

µk =
∑R
r=1 ∑

Nr
i=1 φikx

q
i

∑R
r=1 ∑

Nr
i=1 φik

;k > 1 (12)

Σk =
∑R
r=1 ∑

Nr
i=1 φik(x

q
i −µk)(x

q
i −µk)

T

∑R
r=1 ∑

Nr
i=1 φik

;k > 1 (13)

Akr =

(
Nr

∑
i=1

φikx
q
i x

r
i
T

)(
Nr

∑
i=1

φikx
r
ix

r
i
T

)−1

;k > 1 (14)

ΣA
kr =

∑
Nr
i=1 φik(x

q
i −Akrx

r
i )(x

q
i −Akrx

r
i )

T

∑
Nr
i=1 φik

;k > 1 (15)

λk =
∑R
r=1 ∑

Nr
i=1 φik

∑R
r=1 ∑

Nr
i=1 diφik

;k > 1 (16)

Let us recall that all the model parameters, with the excep-

tion of the mixing weights, exist only for the F components

in the mixture.

2.4 Modeling irregular shapes

In section 2.2 we proposed the use of a Gaussian estimate

for the spatial location of matched objects in the query im-

age. However, although a Gaussian distribution works prop-

erly in terms of location capabilities, it obviously represents

a coarse approximation of an object shape, what sometimes

leads to poor segmentations of the regions-of-interest.

To overcome this issue we propose a new distribution ob-
tained as follows: first, we perform a previous segmentation

of query image based on color information [2] and obtain a
set of S regions. Then, the location of each keypoint i in the
query is indexed by a new indicator variable si that points

to the region that contains the keypoint. Therefore the orig-

inal distribution p(xqi |k,µk,Σk) can be substituted by a new

discrete distribution with parameter βk:

p(si|k,βk) = 1[si = j]β jk (17)

where 1[si = j]means that the keypoint i in the query image

lies in the region j of the segmentation; and β jk denotes the

probability of a component k locating at a particular region

j of the segmentation, and is computed as follows:

β jk =
∑
R,Nr

r,i 1[si = j]rik

∑S
m=1 ∑

R,Nr

r,i 1[si = m]rik
(18)

Since the regions resulting from the segmentation have

more realistic shapes, a much more precise estimate of the

object shape can be provided. In order to obtain simple an-

alytical solutions, we consider this new variable s as condi-

tionally independent of x
q
i given the component in the mix-

ture. This assumption allows us to factorize their probabil-

ities. The inclusion of this new distribution has provided

slight improvements in the performance (about 2%).

3 Experiments and results

In this section we describe our assessment of the genera-

tive model on two tasks: image retrieval and automatic ROI

segmentation.

We have used the Oxford Building 5K dataset [9]. This
database contains 5.062 high resolution (1024x768) images

showing either one of the 11 different Oxford landmarks,

or other general places in Oxford. The database includes 5
queries for each landmark, each of them represented by a
query image and a bounding box that locates the object of
interest.

In order to establish a meaningful comparison, we have
followed the setup specified in [7]. In particular, we have
detected salient points in images using the affine-invariant
Hessian detector [6], and described the local region around
the points with a 128-dimensional SIFT descriptor [5].
Then, the authors in [7] propose a serial approach for image

retrieval: first, they use a Bag-of-Words (BoW) with large
vocabularies; second, they perform a re-ranking step using
RANSAC [3], a fast geometric-based matching technique.
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Figure 2. An image retrieval performance

comparison for different numbers of re-
ranked images

In our experiments, we have employed the same BoW with

the 1M-sized hard-assigned vocabulary provided by the au-

thors but, then, we have substituted the second step of their

approach by our probabilistic generative model.

3.1 Image retrieval

For the image retrieval task, we have used the proposed

generative model with K = 2 (each image contains only one

object of interest: the landmark). In order to obtain a sim-

ilarity metric between two images Iq and Ir, we have com-

puted the ratio between the number of foreground and total

(foreground + background) matches between the images.

This ratio allows us to generate a ranked sequence of im-

ages, that is then evaluated using Average Precision (AP).

In order to assess the performance of the generative
model, we have compared it to RANSAC [3], a well-known
geometric-based technique that computes affine homogra-

phies between each pair of images. RANSAC re-ranks im-

ages according to the number of matches considered as in-
liers by the transformation (those matches that agree with
the estimated transformation).

AP results for different numbers N of re-ranked images

are shown in Fig. 2. From them, it is easy to conclude
that our approach clearly outperforms a RANSAC-based re-
ranking. The improvement is even higher as the number

of re-ranked images increases since the RANSAC perfor-
mance saturates for N = 1000 re-ranked images. In contrast,
the proposed method performance keeps on improving with
N, achieving the best result for N = 2000 images, where
the influence of t he previous BoW-based r anking may be
almost neglected.

From our point of view, the rationale behind this im-

provement is the fact that our generative model jointly con-

sider all the reference images when performing the ranking.

This is an important difference with respect to a RANSAC-

based approach, in which the transformation process be-

Figure 3. Image retrieval examples. Each
row contains: (1) query image, (2-5) correctly
ranked images (before first error), (6) first er-

ror (position in the ranking is also shown).

tween the query and each reference image is considered in-
dependently. We really believe that the selection of outliers
considering all the reference set is more accurate than for
just one pair of images, so that the quality of the inferred
affine transformations is b etter. In addition, the other ele-
ments in the mixture model (spatial coherency and visual
similarity) also help to improve the system performance.

Some visual results including correctly retrieved images

and also some errors are provided in Fig. 3. Images have
been selected to show how our model successfully handles
geometric transformations and partial occlusions.

Finally, although it is not the main objective of this work
(we aim to automatically detect the area of interest in the
query image), we also present the results achieved using the
bounding boxes associated with the landmarks (provided
for the query images in the Oxford 5k dataset). This new
procedure follows the one described in [7], and allows us
to establish a meaningful comparison to other state-of-the-
art techniques whose performances have been reported un-
der the same conditions (e.g. test dataset, vocabulary size,
dataset to train the vocabulary, etc.).

In particular, we have encoded the spatial coherency-
based location distribution using the bounding box that
points to the area of interest in every query image. The re-
sults shown in Table 1 prove that our approach successfully
compares to the main state-of-the-art approaches. Since

query expansion is complementary to any of these methods

(including ours), we do not show results for this approach.

3.2 ROI segmentation

The proposed generative model is also able to unsuper-

visely discover the ROI in the query image. This region is

5



Table 1. A comparison of our proposal to

other state-of-the-art approaches

Algorithm AP

Hard BoW + RANSAC [7] 0.66

Soft BoW [8] 0.68

Soft BoW + RANSAC [8] 0.73

Kernel Density Estimation [11] 0.61

GVP + RANSAC [12] 0.71
Proposal 0.74

usually associated with an element (building, object) of spe-
cial interest in the query that is successfully matched in sev-
eral reference images. By labeling those points that belong
to an F component, and after some morphology-based post-
processing, we obtain the segmentation mask of the ROI
(Fig. 4).

In order to evaluate the segmentation performance, we

have computed a segmentation accuracy measurement as

the ratio between correctly labeled pixels in the segmenta-

tion mask and the total number of pixels. The results are as

follows: 0.40 for RANSAC and 0.67 our proposal so that,

again, our method clearly outperforms the results obtained

by RANSAC, the classical geometric-based method for im-

age matching.

4 Discussion

In this paper we have proposed a generative probabilistic

model that concurrently tackles the image retrieval and the

ROI segmentation problems. By modeling several desired

properties of the matching process, our approach success-

fully discovers ‘true’ matches between any pair of images

and assigns the remainder ‘false’ matches to a background

region. Furthermore, by considering the whole set of refer-

ence images at once, it provides a robust estimation method

for discovering the actual geometric transformation under-

gone by the objects. Our assessment has clearly shown that

this method is highly competitive with respect to the state-

of-the-art image retrieval and segmentation techniques.

Our ongoing research will follow two lines: a) we will

apply this method to a scenario with multiple objects (K >
2), in which an image shows several regions of interest that

can be found in different images of the reference dataset,

and b) we will further demonstrate the scalability of the

method on very large datasets by splitting them into several

subsets and using prior distributions that ensure that simi-

larity values between images belonging to different subsets

are comparable.
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