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Abstract—This work deals with the problem of radio resource
allocation in a point-to-point multiple-input multiple-output
(MIMO) communications system with feedback of channel state
information. A total pool of radio resources (power and trans-
mission time) is allocated among training, feedback, and data
transmission phases in order to maximize system performance
in terms of throughput. The energy consumption associated to
the base band signal processing and decoding is also evaluated.
This resource allocation problem is studied analytically in a two-
way time division duplex (TDD) communications scenario with
time correlated channels, where the effect of feedback errors and
feedback delay is also taken into account.

Index Terms—MIMO systems, feedback communication, lim-
ited feedback, resource allocation, energy consumption.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems require
channel state information (CSI) at both the transmitter and
the receiver in order to optimize the performance [1].

The CSI is usually obtained at the receiver with the help
of pilot symbols. In non-reciprocal channels, the CSI is then
sent to the transmitter through a feedback link. There is a
wide range of literature on the benefits of this scheme, and
on the different techniques used to maximize the performance
depending on the quality and accuracy of the CSI available at
the transmitter. Such quality depends on the accuracy of the
channel estimation at the receiver, the errors that result from
the feedback transmission, and the delay due to the estimation
and feedback processes.

In this paper we consider a two-way MIMO communication
link with feedback, where two users communicate between
each other following a time division duplex (TDD) scheme
with given transceiver and feedback design criteria. Under
these conditions, the accuracy of the CSI at the transmitter
depends on: (i) the power and duration of the training phase
devoted to channel estimation at the receiver, (ii) the power and
duration of the feedback phase related to the quantization of
such channel estimate, (iii) the errors produced in the feedback
communication, and (iv) the delays associated to the CSI
estimation and feedback transmission. The communication
performance depends not only on the accuracy of the CSI at
the transmitter, but also on the resources allocated to the data
transmission phase. In this sense, a tradeoff exists, since if
more resources are allocated to training and feedback, then
the accuracy of the CSI increases, but less resources are
available for transmission of data. The contribution of this
paper is a formulation of such tradeoff taking into account

all the parameters associated to the radio resource allocation.
An optimization problem is presented in terms of power
and duration associated to the training, feedback, and data
transmission phases. Furthermore, the effect of the tradeoff
on the base band energy consumption is also analyzed.

A similar analysis was conducted in [2] for the case of fre-
quency division duplexing (FDD), where a block fading model
was assumed instead of the time variant model considered
here. Furthermore, in [2] CSI symmetry was necessary, while
in this paper it is not required. The work in [3] also studied
the allocation tradeoff, but it was done using a simplified
system model and without considering training nor feedback
errors. Additionally, this paper introduces the issue of energy
consumption in the base band [4], which is analyzed in terms
of its variation with respect to the resource allocation.

The remainder of this paper is organized as follows. The
system and signal models are described in section II. Section
III presents the general resource allocation problem. The
energy consumed in the base band is introduced and modeled
in section IV. Finally, sections V and VI provide numerical
simulations and conclusions, respectively.

II. SYSTEM AND SIGNAL MODELS

Let us consider a flat fading MIMO channel with 2 half
duplex users that communicate between each other using a
TDD scheme.1 The propagation channels from user 1 and
user 2 are denoted by H1 ∈ C

N2×N1 and H2 ∈ C
N1×N2 ,

respectively, where Ni, i = {1, 2}, denotes the number of
antennas of user i. The channel is modeled as a first-order
Gauss-Markov process such that at time instant n + 1 the
channel response matrix associated to user i is given by

Hi(n + 1) = ρHi(n) +
√

1 − ρ2 Ni(n), (1)

where matrices Hi(0) and Ni(n), ∀n are independent and
composed of i.i.d. zero-mean complex and circularly symmet-
ric Gaussian entries with unit variance. Consequently, also the
components of Hi(n) follow the same distribution. The time
correlation factor ρ models the variability of the channel and
depends on the Doppler frequency fD caused by the movement
of the users according to the Jakes’ model, ρ = J0

(
2πfDτ

)
[5], where J0(·) is the zeroth-order Bessel function of the first
kind, and τ corresponds to the channel instantiation interval.

1Note that, although the expressions in this paper consider only the TDD
scheme, an equivalent derivation for FDD can be obtained straightforwardly.
We considered only the case of TDD for the sake of clarity in the notation.
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Fig. 1. TDD communication phases for one block of T channel uses.

The propagation channel model, which includes the effect
of the RF chains with, for example, the high power amplifiers
and the mixers, is not expected to be reciprocal due to the
non-reciprocity of such RF chains. Consequently, feedback of
the CSI is required.2 The communication in each direction
over a block of T channel uses is modeled as having 3
phases: a training phase, where one user sends pilot symbols
that are used by the other user to estimate the channel; a
feedback phase, where the estimated CSI is fed back to the
other user; and the data transmission phase, where the CSI is
used to design the precoder for the data transmission. The
power and duration for each user and phase are denoted
as depicted in Fig. 1, which also shows the structure of
the communication scheme. The considered phase ordering
minimizes the CSI delays at each side of the communication.
However, other phase orderings could be considered without
loss of generalization. Also, the notation could be adapted to
the case of full-duplex FDD transmission just by changing the
duration of the phases by their bandwidths. In the following,
we describe in detail each phase.
A. Training phase and channel estimation

The channel estimation results in an estimate given by

Hei = Hi − Δei; Hi = Hei + Δei, (2)

where Δei is the channel estimation error. Using a minimum
mean squared error (MMSE) estimator and an orthogonal
training sequence, the channel estimation error Δei corre-
sponding to user i is Gaussian distributed (when at least Ni

channel uses are employed for the training phase) [6], where
each element is i.i.d. with zero mean and variance σ2

ei
and

independent from Hei. The variance of the noise during the
estimation process is related to the variance of the channel,
with a proportionality factor that depends on the SNR during
the estimation process for a unit transmission power, denoted
as SNRhi

= σ−2
ni

, where σ2
ni

is the Gaussian noise power at
the receiver when transmitting from side i to the other side.
This leads to a variance of the estimation error given by [6]

σ2
ei

=
SNR−1

hi

1 + Pti
Tti

Ni

. (3)

B. Feedback phase

There are three factors that degrade the accuracy of the
CSI when sent through the feedback link. First, feedback
introduces a delay. Besides, the CSI has to be quantized
before the feedback transmission introducing an error that
depends on the quantization strategy employed. Also, there
may be transmission errors during the feedback phase. In the
following, we model in detail these three sources of error.

2Another possibility is to calibrate the RF chains, which is an expensive
and technologically complex process that includes additional hardware at both
transmitter and receivers and high quality RF chains, which increases the cost
of the terminals significantly. Currently, such calibration is not considered in
conventional terminals and, thus, has not been assumed in this paper.

1) Delay error: Since in the system model considered
the channel is slowly time varying, there is an additional
source of uncertainty in the channel estimation available for
the transmitter design. This is due to the delay between the
transmission of the training symbols and the use of the CSI
at the transmitter. The CSI error Δdi

due to the delay for a
given delay μ is described by the following equation:

Hi(n) = Hi(n − μ) + Δdi
(μ). (4)

We model Hei and Hi as the estimated and actual channels
of user i in the middle of the training and data transmission
phases, respectively. Consequently, we have that the delay
between each acquisition of the channel estimate and the
posterior use of this channel estimate in the data transmis-
sion phase is μd1 = Tt1

2 + Tf2 + Td1
2 for user 1 and

μd2 = Tt2
2 + Tf1 + Td2

2 for user 2. Considering the same
model for the delay in the CSI used during the feedback
phase, we have that the delay between each acquisition of the
channel estimate and the posterior use of this channel estimate
for the design of the precoder in the feedback transmission
is μf1 = Tt1

2 + Tf2 + Td1 + Tt2 + Tf1
2 for user 1 and

μf2 = Tt2
2 + Tf1 + Td2 + Tt1 + Tf2

2 for user 2.
2) Quantization error: It has been shown in [7], [8] that the

minimum necessary information for the design of the optimum
linear precoder for the usual design criteria is contained in the
channel Gram matrix defined as Ri = HH

i Hi for user i;
therefore, in the following, quantization and feedback of the
Gram matrix will be assumed, as done in [9], [10], [11]. This
means that only a quantized version of the estimated channel
Gram matrix Rei, denoted by Reqi, is available at user i.
The quantization introduces a quantization error Δqi to the
estimated CSI, as modeled by the following equation:

Reqi = Rei + Δqi, (5)

with Rei = He
H
i Hei.

The quantization error depends also on the specific quan-
tization scheme used. Since comparing different quantization
schemes is not the focus of this paper, and for the sake of
simplicity in the notation, we assume a uniform quantization
of the real and imaginary parts of each element independently
as is done for example in [10]. Since the matrix is Hermitian
and, for user i, it has size Ni×Ni, there are N2

i different real
elements to be quantized (the real and imaginary parts of the
m,nth element of the matrix, ∀m < n and the real part of the
Ni elements of the diagonal). We apply a uniform quantization
to the real and imaginary parts using a quantization step εqi

,
where εqi

= γi

2qi
, qi is the number of bits, and γi is the dynamic

range of the quantizer, that is fixed so that overflows in the
quantization occur with a probability lower than 0.99. Since
there are N2

i real elements to be quantized by the receiver,
the total number of required quantization bits is given by
nb2 = q1N

2
1 at user 2 and nb1 = q2N

2
2 at user 1.

3) Transmission errors in the feedback link: We will model
the transmission errors in the feedback link through an outage
probability poi

for the feedback link from user i. In the event of
feedback error, the fed back CSI is incorrect and the achievable
performance cannot be guaranteed and, therefore, since this



paper is focused on the evaluation of a lower bound of the
worst-case performance, it will be assumed to be zero.

During the feedback phase the design of the precoder for
feedback transmission is done according to the imperfect CSI
available at the user generating such feedback, which corre-
sponds to the estimated, quantized, and delayed channel Gram
matrix. This means that, if single beamforming is considered
for the feedback transmission,3 the precoding vector for the
feedback transmission phase of user i, bfi, is chosen as the
eigenvector associated to the largest eigenvalue of the esti-
mated, quantized, and delayed channel Gram matrix, denoted
by R(f)

edqi
and formulated in what follows in this subsection.

We compute the estimated and delayed propagation matrix
H(f)

ed i
(n) for the feedback communication as

Hi(n − μfi) � Hei(n − μfi) + Δei(n − μfi); (6)

H(f)
ed i

(n)�Hei(n−μfi)=ρ−μfiHi(n)+ρ−μfiΔ(f)
ed i

(n), (7)

where Δ(f)
ed i

(n) =−
(
ρμfiΔei(n − μfi)+

√
1−ρ2μfiÑi(n)

)
has i.i.d. Gaussian elements with zero mean and variance
σ2

edi
= 1 + ρ2μfi(σ2

ei
− 1), and Ñi(n) is composed of i.i.d.

Gaussian elements with zero mean and unit variance and is
derived recursively based on the model presented in (1).

The estimated and delayed channel Gram matrix, prior to
the quantization, is given by

R(f)
ed i

(n) � H(f)
ed

H

i
(n)H(f)

ed i
(n) (8)

= ρ−2μfiΔ(f)
ed

H

i
(n)Hi(n) + ρ−2μfiHH

i (n)Δ(f)
ed i

(n)

+ρ−2μfiΔ(f)
ed

H

i
(n)Δ(f)

ed i
(n)+ρ−2μfiRi(n),

where Ri(n) = HH
i (n)Hi(n). And, finally, the CSI available

at user i for feedback transmission, which is the estimated,
delayed, and quantized channel Gram matrix, is given by

R(f)
edqi

(n) � R(f)
ed i

(n) + Δqi(n). (9)

From (8) and (9) it follows that:

Ri(n) =ρ2μfiR(f)
edqi

(n)−HH
i (n)Δ(f)

ed i
(n)−Δ(f)

ed

H

i
(n)Hi(n)

−Δ(f)
ed

H

i
(n)Δ(f)

ed i
(n) − ρ2μfiΔqi(n). (10)

The feedback SNR is formulated as SNRfi(n) �
Pfi

SNRhi
bH

fiRi(n)bfi. With the phase ordering considered
in this paper and depicted in Fig. 1, bfi is equal to the
precoder used in the previous data transmission phase of the
corresponding user. The temporal index n will be omitted
from now on for clarity reasons. Consequently, SNRfi

can
be expressed as

SNRfi
�Pfi

SNRhi
bH

fi
Ribfi

=Pfi
SNRhi

(Afi
+Bfi

+Cfi
+Dfi

) ,

where Afi
, Bfi

, Cfi
and Dfi

are defined and lower bounded

3Note that the single beamforming precoding strategy is considered here
for simplicity, but any other precoding strategy could also have been used
within the proposed model for the feedback transmission.

as shown next4 for user 1 (and similarly for user 2):

Af1 � ρ2μf1bH
f1

R(f)
edq1

bf1 = ρ2μf1λmax{R(f)
edq1

}, (11)

Bf1 � −bH
f1

(
HH

1 Δ(f)
ed 1

+ Δ(f)
ed

H

1
H1

)
bf1

≥ −2
√

εed1λmax{R1}, (12)

Cf1 � −bH
f1

(
Δ(f)

ed

H

1
Δ(f)

ed 1

)
bf1

≥ −N2ε
2
ed1

(
1 +

√
N1 (N1 − 1)

)
, (13)

Df1 � −ρ2μf1bH
f1Δq1bf1

≥ −ρ2μf1εq1

(
N1 − 1

N1
+

√
N1 (N1 − 1)

2

)
, (14)

where the Gaussian distributed error Δ(f)
ed i

is within the sphere

of radius ‖Δ(f)
ed i

‖F ≤ √
εedi

with a probability pgi
. Since

this paper is focused on the evaluation of a lower bound of
the worst-case performance, we will consider that when the
error is out of this sphere, the system is in outage and the
performance is zero. Note that by considering a lower bound
for Bfi

and Cfi
independently we are dealing with a bound

of the worst-case.
We consider that the system is in feedback outage when

the achievable throughput of the feedback link is lower than
the number of feedback bits to be transmitted. Consequently,
the outage probability of the feedback sent by user i using a
bandwidth W is given by

poi
= p

(
Tfi

W log2

(
1 + Pfi

SNRhi
bH

fiRibfi

)
< nbi

)
. (15)

C. Data transmission phase

In this phase the design of the precoder is carried out
according to the imperfect CSI available at the transmitter,
which corresponds to the estimated, quantized, and delayed
channel Gram matrix. This means that the single beamforming
precoding vector for the data transmission phase of user i,
bdi, is chosen5 as the eigenvector associated to the largest
eigenvalue of the CSI available at the transmitter (the esti-
mated, quantized, and delayed channel Gram matrix), which
is denoted by R(d)

edqi
. Note that the CSI available at user i at the

time of the data transmission, as well as the lower bound for
SNRd can be formulated following the same steps described
for the CSI available at the time of feedback transmission in
(6)-(14), only by replacing the indices f with d. The complete
derivation is not reproduced again for space reasons.

III. PROBLEM STATEMENT

The objective is to optimize a generic cost function g that
measures the system performance given a total frame length T
and a total energy constraint per user, E1 and E2, respectively.

4The derivations that result in the bounds from (11)–(14) are not included
due to space constraints, however a similar derivation is explained in [3] for
a more simplified problem.

5As in the feedback phase, a single beamforming precoding strategy is
considered here for simplicity, but any other precoding strategy could also be
considered within the proposed model.



This can be expressed mathematically as:

max g
(
{Tti

, Tfi
, Tdi

, Pti
, Pfi

, Pdi
, εedi

, qi}i={1,2}
)

(16)

s.t.: Tt1 + Tf1 + Td1 + Tt2 + Tf2 + Td2 = T (17)

Tti
Pti

+ Tfi
Pfi

+ Tdi
Pdi

= Ei; i = {1, 2} (18)

εedi
> 0; i = {1, 2} (19)

qi ∈ N ; i = {1, 2} (20)

w.r.t. {Tti
, Tfi

, Tdi
, Pti

, Pfi
, Pdi

, εedi
, qi}i={1,2} . (21)

We choose as cost function g the worst-case average two-
way achievable communication rate with single beamforming.6

Therefore we have that, considering a block length of T time
instants (n = 1, ..., T ) as depicted in Fig. 1 and a bandwidth
W , the average throughput for user 1 is given by

g1=
Td1

T
WEH1,H2

{
(1−po2)log2

(
1+Pd1SNRh1b

H
d1R

(d)
1 bd1

)}
,

where R(d)
1 is the channel Gram matrix of the channel from

user 1 during the data transmission phase, i.e., R1 at time
instant n = Tt1 + Tf2 + Td1

2 , E {·} denotes the mathemat-
ical expectation, and po2 is the probability of outage in the
feedback from user 2 given by

po2 =p
(
Tf2W log2

(
1+Pf2SNRh2b

H
f2R

(f)
2 bf2

)
<nb2

)
, (22)

with nb2 = q1N
2
1 and R(f)

2 corresponding to the channel from
user 2 during the feedback transmission phase, i.e., R2 at time
instant n = Tt1 + Tf2

2 .
Following an equivalent development for user 2 results in

expressions for the average throughput of user 2, g2, and the
probability of outage in the feedback from user 1, po1 .

Observe that, in the transmission model described in Fig. 1,
the design of the transceiver for the data transmission phase
of each user is performed with the same CSI as the design
of the transceiver for the following feedback transmission
phase from the same user. This means that, if the same
transceiver architecture/design criterion is considered for both
the transmission of data and feedback, then the resulting
transceiver for the data transmission phase and the following
feedback transmission phase of each user is the same, i.e.,
bf1 = bd1 and bf2 = bd2. Note that if a different phase
ordering is considered, this could be adapted accordingly.

We will optimize a lower bound of the total two-way
communication rate defined as g = g1 + g2. An analytical
optimization of this problem is extremely complex and, in the
simulations section, a numerical optimization is performed in
which the tradeoff can be clearly observed.

IV. ENERGY CONSUMPTION IN THE BASE BAND

The signal processing and decoding required at the receiver
to process the received signals also requires a relevant amount
of energy [4], which has not been included in the formulation
of (16)-(20). At the transmitter this effect is not so important
because the computational complexity is lower and the energy

6The worst-case average achievable communication rate is chosen as an
example of cost function since it is frequently used to measure system
performance. However, other cost functions such as packet error rate or SNR
could also be considered following the same procedure described in this paper.
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Fig. 2. Power allocation between training and data transmission phases.

consumption can be assumed negligible [4]. The consumption
at the receiver depends greatly on the specific hardware used
and is usually modeled in other works such as [4] as an
exponential function of the communication rate.

In this paper we will study the energy required for the
base band signal processing given the optimization problem
presented in section III. For this purpose the energy consumed
in the base band of user i is modeled as:

Ebbi
= Tdj

c1c
c2Rj

3 , (23)

where the constants c1, c2 and c3 are decoder specific, and
Rj is the instantaneous transmission rate during user’s j data
transmission phase lower bounded by Rj = gj

T
Tdj

.

V. SIMULATIONS

In this section the performance of the resource allocation
is analyzed numerically for different scenarios. The following
parameters are considered in the simulations: ρ = 0.9999,
N1 = 3, N2 = 3 antennas, a normalized bandwidth W = 1,
εedi

such that estimation plus delay error for the data transmis-
sion phase is within the sphere of radius

√
εedi

with probability
pgi

= 0.7, εqi
such that there is no quantization overflow in

99% of the cases, T = 60, and a total energy constraint per
user of E1 = 400 and E2 = 400, respectively.

A. Computation of εqi
and the dynamic range of the quantizer

For the computation of εqi
we consider a system with Tt1 =

Tt2 = 2, Pt1 = Pt2 = 25, SNRh1 = SNRh2 = 10, and q1 =
q2 = 4 quantization bits per element (i.e., nb1 = nb2 = 32
bits). The numerical simulations averaged over 80000 channel
realizations show that, in order to have a maximum overflow of
1%, the dynamic range of the quantizer is γ1 = γ2 = 13.827,
which corresponds to εq1 = εq2 = 0.8642.

B. Tradeoff between feedback and data transmission energy

In this subsection the allocation of energy between the feed-
back and data transmission phases is studied in the scenario
considered in the previous simulations and with a fixed training
phase power Pt1 = Pt2 = 25. Fig. 2 shows the system
performance g as a function of the power dedicated to the
data transmission. Note that if no power is dedicated to data
transmission then the performance is zero, and also if all the
power is dedicated to data transmission and nothing is used
for the transmission of feedback then there is feedback outage
and the performance is also zero.

As shown in Fig. 2, for the case of E1 = E2 = 400, the
optimum allocation is achieved with Pd1 = Pd2 = 14.78,
which corresponds to Pf1 = Pf2 = 8.396. This results
in a total energy used in the feedback phase of each user
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of Pfi
Tfi

= 83.96, and a total energy used in the data
transmission phase of each user of Pdi

Tdi
= 266.04.

C. Tradeoff between feedback and data transmission duration

In this subsection the energy allocation between phases is
fixed: Pti

Tti
= 50, Pfi

Tfi
= 83.96, and Pdi

Tdi
= 266.04.

Furthermore, the duration of the training phase is set to
Tt1 = Tt2 = 2. In this setup the allocation of time between
feedback and training phases is considered, with the additional
constraint that Tf1 = Tf2 and Td1 = Td2 . Numerical simula-
tions were conducted and the result is represented in Fig. 3.

D. Joint optimization of feedback and data transmission

In this subsection only the training phase is fixed in advance,
with Tt1 = Tt2 = 2 and Pt1 = Pt2 = 25, while both the power
and duration of the feedback and data transmission phase are
optimized. The result of the simulations is represented in Fig.
4. Note that the previous two subsections are contained in this
figure as cuts in the y-axis and x-axis.

E. Energy consumed in the base band

This subsection evaluates the energy consumed in base
band, Ebb = Ebb1 + Ebb2 , versus the power allocated to the
data transmission phase in the considered scenario following
the model presented in section IV. For the sake of simplicity,
the decoder specific constants considered are c1 = c2 = 1 and
c3 = 2. Note that, since the simulations consider normalized
values, the shape of the resulting curve is more relevant than
the particular values obtained. The result of the numerical sim-
ulations performed is represented in Fig. 5. It can be observed
that the resource allocation that maximizes the performance is
also very demanding in terms of Ebb.

VI. CONCLUSIONS

This work presented an analysis of the resource alloca-
tion between the data and the feedback links of a MIMO
communication system and the associated base band energy
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Fig. 5. Energy consumed in base band as a function of power allocated to
the data transmission phase.

consumption. It is shown that, since resources for the feedback
transmission come at a cost of resources for the data trans-
mission, there is an optimum resource allocation strategy that
maximizes system throughput. A natural and very interesting
extension of this work would be to consider the energy
consumed in the base band as part of the optimization problem.
This could be implemented by modifiying the constraint in
(18) and leads to an even more challenging problem.
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