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Abstract In this paper, several algorithms for compressing the feedback of channel qual-
ity information are presented and analyzed. These algorithms are developed for a proposed
adaptive modulation scheme for future multi-carrier 4G mobile systems. These strategies
compress the feedback data and, used together with opportunistic scheduling, drastically
reduce the feedback data rate. Thus the adaptive modulation schemes become more suitable
and efficien to be implemented in future mobile systems, increasing data throughput and
overall system performance.
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1 Introduction

Wireless channels, in particular for cellular systems, have a common characteristic; they are
time varying. In order to exploit the variations and approach capacity, systems are becom-
ing adaptive attempting to adjust the transmission as much as possible to the instantaneous
channel conditions. Furthermore, in a multi-user scenario, there also exists the so-called
multi-user diversity [1]: the probability that at least one user experiences good channel prop-
agation conditions increases as the number of users does. If there are many users, it is
highly probable that not all of them will experience poor channel propagation but at least
one of them will be in a good channel. Moreover, this situation is more advantageous in an
OFDMA (Orthogonal Frequency Division Multiple Access) system, where the different
orthogonal sub-carriers can be assigned to different users. The power and fl xibility of an
OFDM (Orthogonal Frequency Division Multiplexing) and OFDMA system are the reasons
whyOFDMAsystems are one of the candidates being proposed for the downlink in themobile
4G [2–4].

Regarding adaptivity, in order to maximize the throughput, at the base station or central
point there is a scheduler who decides which user (or users) will transmit and in which
sub-carriers. It has been shown in [5] that the throughput-maximising scheduling policy is
to transmit to the user with the highest SNR (Signal-to-Noise-Ratio). Since the channel and
SNR are usually estimated at the receiver, they must be fed back to the transmitter. At the
transmitter side, the scheduler selects which users are going to transmit and also the adequate
MCS (Modulation and Coding Scheme) based on the fed back SNR by every user. The data
rate needed to convey the feedback may be very high, specially in multi-user OFDM systems
[6] where terminals must send to the transmitter MCS in every sub-carrier. Moreover, it will
depend on how often this information is expected. For this reason, the literature on how to
efficientl feed back data is increasing [7].

A very good analysis on the state-of-the-art in compression to feed back data can be
found in [8] and references there in. In this paper, the authors categorize the techniques
for reducing the feedback into three groups, namely quantization, compression and SNR-
limited. In the firs group the way to reduce the feedback rate is to quantize data (applied
to real SNR values) and therefore the feedback is reduced [9,10]. In the second group,
some compression techniques are applied to feed back data such as LZW (Lempel-Ziv-
Welch) lossless algorithm [11], Huffman codes [12] or different ones such as in [13] where
entropy compression is used with an UVLC (Universal Variable Length Code). And finall
in the third group, for a maximizing-throughput scheduling, the base station only allows
to feed back data to those terminals with good channel conditions (above some thresh-
old) [14,15], sometimes denoted opportunistic feedback. The amount of feedback reduction
using these techniques can be very high and thus they should be used jointly with the quan-
tization or compression ones. It has been shown in [12] that opportunistic feedback may
reduce more than 50% the need to feed back data. In this paper an optimized version of
[12] is presented and analyzed obtaining much more compression gains. The proposal is
based on the Huffman codes for compressing feedback data jointly with the opportunistic
feedback.

The remaining of the paper is organized as follows: In Sect. 2 the system where the
algorithms are applied is described. Next, in Sect. 3 and 4 the compression methods are
explained and results are shown and discussed. Finally, in Sect. 5 some conclusions are
drawn.
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Fig. 1 Chunk description for the FDD mode. Every chunk is a 8 sub-carriers ×12 OFDM-symbols

2 System Description

This paper is focussed on an Adaptive multi-carrier system that is being define for 4G cel-
lular transmission [4], however the proposed algorithms and results can easily be adapted
to another adaptive multi-carrier system. The scheme in [4] allows two different duplexing
methods, namely, FDD (Frequency Division Duplexing) and TDD (Time Division Duplex-
ing) and, in this paper, we will focus on the FDD scheme. The FDD is an OFDMA allocating
512 sub-carriers where only 416 are available for user data. The basic time-frequency unit
for resource allocation and partitioning is denoted a chunk and consists of a rectangular
time-frequency grid of 8 sub-carriers along 12 OFDM symbols duration, i.e. every chunk
has 8× 12 = 96 sub-carriers (or data symbols). The bandwidth of the system is 20MHz and
the OFDM symbol duration is 28.8µs, thus a chunk is a block of 312.5kHz ×345.6µs [4].
In Fig. 1 this structure is depicted. There are 52 chunks per frame and every chunk can be
assigned to a different user or a user can be allocated into different chunks. Sub-carriers in a
chunk can be modulated using from BPSK to 256QAM (there are 8 modulation schemes
available). The system has been designed so that the channel variations within the chunks are
rather small and therefore the same link adaptation parameters are used for all the sub-carriers
in a chunk. Besides, the feedback parameters will be the modulation schemes (or SNR) of
every chunk at every frame. At the receiver, based on channel estimation and prediction [16],
feedback data are generated for the transmitter. This means that each user must feed back
data (around 156 bits) every 345.6µs (frame duration), i.e. ≈ 450kbps. In order to reduce
the feedback load, an opportunistic feedback strategy is also used, but the amount of data is
still too high and therefore some algorithms for compressing data are proposed.

3 Lossless Compression Strategy

In this section, the proposed lossless compression strategy will be described. In this approach
two main algorithms have been developed to exploit jointly the frequency and time correla-
tion properties of the channel response, although two other methods that only exploit time or
frequency correlation have also been evaluated for comparison purposes. It should be noted
that we are going to feed back the MCS, i.e. according to the predicted channel conditions in
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the whole chunk, the optimum modulation scheme is selected for each chunk at the receiver,
and these data are the feedback.

3.1 Compression Principles

One of the best options for compressing data are Huffman codes which assign a small num-
ber of bits to commonly occurring symbols and larger number of bits to infrequent ones.
Another characteristic of these codes is that they are lossless, i.e. you can send compressed
data and, at the receiver, information can be restored without error (if no errors occur in the
transmission channel). However, in order to obtain good performance (i.e. high compression
rates) the information should be correctly conditioned in the following sense: only a few
sequences must be very frequent and the others should be very infrequent. In this situation,
since Huffman codes give small number of bits to the frequent sequences the amount of data
is compressed. Originally feedback data are not well conditioned, because the probabilities
of MCS are close to uniformly distributed in the whole range of operation, and therefore, the
Huffman codes will not obtain good compression rates. For this reason, we propose algo-
rithms to transform feedback data into a more useful and well conditioned form. In order to
do that, time and frequency correlation have been taken into account.

3.2 Time or Frequency Correlation algorithms

In a wireless channel, because of the coherence bandwidth, there exists some frequency cor-
relation between different sub-carriers (applied to this system, different chunks); the modu-
lation scheme used in one of the chunks may be the same or very similar to that in adjacent
chunks. Furthermore, because of the coherence time, there also exists time correlation among
chunks: the modulation scheme in one specifi chunk may be the same or very similar to that
in the previous chunk. For this reason, instead of feed back the modulation scheme, it can
be advantageous to feed back the difference with respect to the adjacent chunk (frequency
correlation) or previous chunk (time correlation). Once the difference has been computed the
data are encoded by using Huffman codes. With such a pre-coding scheme, there will be a
few symbols that occur far more frequent than the others such as 0, 1 or−11 as can be seen in
Fig. 2 (where the probabilities of ocurrence of every symbol are shown). Thus we will obtain
compression gains. It can also be observed that for a UMTS Vehicular A channel [17], the
frequency correlation is higher than time correlation, and therefore it is likely that frequency
correlation algorithm will obtain better compression gains than the time algorithm. Thus,
these two algorithms will be denoted as time and frequency correlation respectively. These
algorithms are depicted in Figs. 3 and 4, where ctn denotes the modulation scheme on nth
chunk at t th frame-time.

3.3 Time-Frequency Correlation Algorithms

Since both time and frequency correlations are large, it would be interesting to be able to
leverage on both at the same time in order to extract all the possible information and thus,
reduce as much as possible the information needed. In this paper two algorithms that exploit
time and frequency correlation properties at the same time are developed and analyzed. The
firs one uses the modulation scheme at the previous chunk and the actual modulation in
adjacent chunk for encoding the actual chunk’s modulation (Fig. 5a). The decoding process

1 0 means that the modulation scheme is the same as previous, 1 means that the modulation scheme increases
one and −1 that the modulation scheme decreases one.
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Fig. 2 Time and frequency correlation probabilities for UMTS vehicular A channel

Fig. 3 Time correlation encoded system block diagram

Fig. 4 Frequency correlation encoded system block Diagram

Fig. 5 Time–Frequency correlation encoded systems

should be performed iteratively because we need adjacent chunk for decoding and therefore
this scheme is denoted as Iterative Time-Frequency (ITF). The second one uses the mod-
ulation schemes on the previous and adjacent chunks (Fig. 5b). The decoding process can
be performed block-wise and thus this algorithm is denoted as Block Time-Frequency (BTF)
through the paper.

3.3.1 Iterative Time–Frequency Algorithm

As mentioned above, in this algorithm we use the modulation scheme in the previous chunk
(ct−1n ) and the actual adjacent chunk (ctn−1) for selecting the set of Huffman codes to encode
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Fig. 6 Iterative time–frequency procedure description
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Fig. 7 Block time–frequency procedure description

the current chunk (ctn). The reason to do that is the following, if for example on the previous
chunk (ct−1n ) the modulation was BPSK and in the current time in the adjacent chunk (ctn−1)
is BPSK too, it is highly probable that the modulation in ctn will be BPSK or maybe QPSK,
but it will be very unlikely that it will be higher than QPSK. So, a Huffman code is designed
for every possibility based on the probabilities of ocurrence of different MCS for a specifi
combination of MCS in the previous chunk (ct−1n ) and the current adjacent chunk (ctn−1), as
it can be seen in Figs. 5a and 6 for a scenario with 8 available modulation schemes. Thus,
we have to design n2mod Huffman codes,

2 where nmod is the number of available modulation
schemes. In this way, the Huffman codes are designed with a very well conditioned data and
the compression gains will be higher.

3.3.2 Block Time-Frequency Algorithm

This algorithm is similar to ITF with a small difference when selecting the Huffman code. In
this case, we use the previous chunk modulation scheme (ct−1n ) as in ITF but instead of the
actual adjacent chunk ctn−1 we use adjacent previous chunks (c

t−1
n−1 and c

t−1
n+1). Therefore now

we need to design n3mod different Huffman codes. The philosophy of this method is similar
to ITF and it is depicted in Figs. 5b and 7.

It can be argued that the complexity of managing and storing all these codes may be high.
However, once the Huffman codes have been designed the complexity is no more than to
store into a lookup table, with two or three indexes (the correct one for the iterative and the
block algorithm respectively) and the Huffman encoder complexity, which is very low too.

2 A Huffman code is a collection of nmod different Huffman codewords, one for every combination.
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Moreover, because of the symmetry of the problem, the number of codes to be stored can be
significantly reduced. In order to obtain the joint probabilities and be able to design Huffman
codes, long simulations have been carried out.

4 Simulation Results

Once the algorithms have been described, in this section some results of their performance
will be shown. Monte Carlo simulations have been carried out with 10, 000 frames over a
UMTS Vehicular A channel [17]. The system summarized in Sect. 2 [4] has been simulated
with 30 active users at speed of 5, 50 and 100km/h. The channel has been assumed to be
perfectly estimated and predicted at the receiver. Two different scenarios have been ana-
lyzed: In one of them, the feedback channel has no errors, and in the other one, an AWGN
(AdditiveWhite Gaussian Noise) channel has been implemented for evaluating the systems’s
robustness.

First in Fig. 8 a performance comparison between different algorithms in the literature is
shown. In this figure the throughput in terms of bits per second per hertz depending on the
mean number of bits per chunk is plotted for the algorithms in [10,14] and [9], and they are
compared to our proposal3. It can be seen that our proposal offers good trade-off between
performance and compression rates. Besides, as it has been discussed in the previous section,
the complexity is almost negligible (once the codes have been designed).

The compression performance in these algorithms depends on the SNR, the terminal speed
and the delay spread of the channel. Thus, in order to evaluate it, in Figs. 9 and 10 the compar-
ison for the four compression algorithms in this paper are drawn. The free parameters were
a terminal speed of 5, 50 and 100km/h, SNR ranging from 10 to 30dB, and two different
channel models: Pedestrian A and Vehicular A. It can be seen that algorithms exploiting
both correlations (time and frequency) at the same time obtain much better results than the
ones that only explore time or frequency correlations. It should be noted that the results
in both figure have been obtained designing different Huffman codes for every scenario,

3 Both ITF and BTF exhibit very similar performance in this scenario.
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Fig. 9 Mean feedback rate as a function of SNR for UMTS vehicular a channel at 50 and 100km/h
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Fig. 10 Mean Feedback Rate as a function of SNR for UMTS Pedestrian A channel at 5km/h

i.e. depending on the estimated SNR and the Doppler spread, the adequate code is selected.
We have observed that having a coarse estimation on the SNR (±5dB) and the terminal speed
(±20km/h) performance is slightly affected.Moreover, utilizing these techniques jointlywith
opportunistic feedback (which was able to reduce in a half the need of sending MCS to the
transmitter), we can reduce the feedback rate by a factor of 6 at best.

Up to now, we had assumed that there were no errors in the feedback channel but this is
not the common situation. In order to evaluate the algorithm’s performance in a more real-
istic scenario we have simulated them utilizing the same parameters as before but including
AWGN in the feedback link. Since errors will introduce feedback data degradation due to
error propagation (and therefore a throughput reduction because of erroneous MCS assign-
ment), we have introduced a refresh burst every N th frame, i.e. we send uncoded information
every N th frames for refreshing data at the transmitter. In Fig. 11 these results are shown
for the Block and the Iterative algorithm and for different SNRs in the feedback channel.
Throughput in the figur has been normalized to the maximum achievable if no errors would
have occurred. In this way, it can be observed how much is lost due to errors in feedback
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channel. It can be seen that both algorithms perform similar in presence of errors, although
BTF is slightly more robust against errors in feedback channel. The reason may be because
it uses three chunks (instead of two as ITF does) for selecting the adequate Huffman code. It
can also be observed that for a reasonable signal to noise ratio the refresh rate may be 15–20
frames. It should be noted that the lower the frame refresh rate the better performance but
also the lower compression rates. It has been shown in [12] that for a refresh rate larger than
15 the loss in compression gain is less than 5%.

5 Conclusions

In this paper two algorithms for compressing feedback data exploiting the inherent frequency
and time correlation properties of wireless mobile channels have been developed and ana-
lyzed. By using them jointly with the opportunistic feedback the amount of feedback data is
significantly reduced, and thus adaptive modulation in multi-carrier systems can be imple-
mented. It has also been shown that since the feedback data are an important information,
some refresh frames must be sent every certain time in order to avoid error propagation in
the decoding process. A reasonable value for the refresh interval may be 15–20 frames.
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