
:

order
ze

A E-

rk

5

On rational transformations of linear functionals
direct problem

Manuel Alfaroa,1, Francisco Marcellánb,∗,2, Ana Peñaa,3,
M. Luisa Rezolaa,1

a Departamento de Matemáticas, Universidad de Zaragoza, Spain
b Departamento de Matemáticas, Universidad Carlos III de Madrid, 28911 Leganés, Spain

Abstract

Let u be a quasi-definite linear functional. We find necessary and sufficient conditions in
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1. Introduction

Let u be a linear functional in the linear spaceP of polynomials with complex coeffi
cients and denote by{un}n�0 the sequence of the moments associated withu, un = 〈u,xn〉,
n � 0, where〈· , ·〉 means the duality bracket.

The linear functionalu is said to be quasi-definite if the Hankel matrixH = (ui+j )
∞
i,j=0

is quasi-definite, i.e., the principal submatricesHn = (ui+j )
n
i,j=0, n ∈ N ∪ {0}, are non-

singular.
The linear functionalδa given by 〈δa,P 〉 = P(a), for everyP ∈ P, is not a quasi-

definite linear functional since rankHn = 1 for everyn � 0. This linear functional is sai
to be either the Dirac linear functional or the Dirac mass at the pointa.

To the linear functionalu we can associate a formal power seriesSu(z) = ∑∞
n=0

un

zn+1

which is related with thez-transform of the sequence{un} of moments ofu. Su is said to
be the Stieltjes function ofu. For the Dirac linear functionalu = δa given as above, w
haveSu(z) = 1/(z − a) in a neighborhood of infinite.

Assumingu quasi-definite, there exists a sequence of monic polynomials{Pn}n�0 such
that (see [2])

(i) degPn = n, n � 0,

(ii) 〈u,PnPm〉 = knδn,m with kn �= 0.

The sequence{Pn}n�0 is said to be the sequence of monic orthogonal polynom
(SMOP) with respect to the linear functionalu.

If {Pn}n�0 is an SMOP with respect to the quasi-definite linear functionalu, then it is
well known (see [2]) that it satisfies a three-term recurrence relation

Pn+1(x) = (x − βn)Pn(x) − γnPn−1(x), n � 0, (1.1)

with γn �= 0 andP−1(x) = 0, P0(x) = 1.
Conversely, given a sequence of monic polynomials generated by a recurrenc

tion as above, there exists a unique quasi-definite linear functionalu such that the fam
ily {Pn}n�0 is the corresponding SMOP. Such a result is known as the Favard the
(see [2]).

For an SMOP{Pn}n�0 relative tou, let {P (1)
n }n�0 be the sequence of monic polynom

als such that

P
(1)
n+1(x) = (x − βn+1)P

(1)
n (x) − γn+1P

(1)
n−1(x), n � 0,

P
(1)
−1 (x) = 0, P

(1)
0 (x) = 1.

According to the Favard theorem there exists a quasi-definite linear functionalu(1) such
that{P (1)

n }n�0 is the corresponding SMOP. The family{P (1)
n }n�0 is said to be the sequenc

of polynomials of first kind associated with the linear functionalu.
Another representation of{P (1)

n }n�0 is given by

P (1)
n (y) = 1

〈
u,

Pn+1(y) − Pn+1(x)
〉
,

u0 y − x
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n � 0 (see [2, Chapter 3]).
Notice thatP (1)

n (z)/Pn+1(z) is the(n + 1)-convergent of the continued fraction

1

z − β0 − γ1

z − β1 − . . .

.

Thus

Su(z) = u0

z − β0 − γ1

z − β1 − . . .

(1.2)

from a formal point of view (see [2]).
For simplicity we will assumeu0 = 1.
Let {Pn(x,α)}n�0 be the sequence of monic polynomials satisfying (1.1) with in

conditionsP0(x,α) = 1, P1(x,α) = P1(x) − α. Taking into account the Favard theore
there exists a quasi-definite linear functionaluα such that{Pn(x,α)}n�0 is the correspond
ing SMOP. This sequence is said to be the co-recursive SMOP of parameterα associated
with the linear functionalu. It is known see [2,7] thatPn(x,α) = Pn(x) − αP

(1)
n−1(x).

From (1.2) we get

Su(1) (z) = 1

γ1

[
z − β0 − 1

Su(z)

]
,

Suα (z) =
[

1

Su(z)
− α

]−1

= Su(z)

1− αSu(z)
.

These two bilinear rational transforms are related to self-similar reductions and sp
transformations in the theory of nonlinear integrable systems (see [12]).

For a linear functionalu, a polynomialπ , and a complex numbera, letπu, (x −a)−1u,
andDu be the linear functionals defined onP by

〈πu,P 〉 = 〈u,πP 〉,〈
(x − a)−1u,P

〉 = 〈
u,

P (x) − P(a)

x − a

〉
,

〈Du,P 〉 = −〈u,P ′〉,
whereP ∈ P.

A Cauchy product of two linear functionalsu,v can be defined as the linear function
uv such that〈uv, xn〉 = ∑n

h=0 uhvn−h, n � 0. Obviously,uv = vu and δ0u = uδ0 = u.
Sinceu0 = 1, there exists a unique linear functionalv such thatuv = vu = δ0. This linear
functionalv is said to be the inverse linear functional ofu and it will be denoted byu−1.
Notice that(u−1)0 = 1 and(u−1)n = −∑n−1

h=0 un−h(u−1)h, n � 1 (see [10]).
Sincez2Su−1(z)Su(z) = 1, we haveSu(1) (z) = 1

γ1
[z − β0 − z2Su−1(z)]. Taking into ac-

count (u−1)0 = 1 and(u−1)1 = −β0, we getu(1) = − 1
γ1

x2u−1. Concerning the linea

functionaluα , it is easy to check thatuα = (u−1 + αδ′
0)

−1. This is an alternative proof o
the result of [10] but notice that there the Stieltjes function has an opposite sign.
3
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In the constructive theory of orthogonal polynomials the so-called direct proble
considered. A direct problem for linear functionals can be stated as follows: given two l
ear functionalsu,v such thatv = F(u), whereF is a function defined inP′, the dual space
of P, to find necessary and sufficient conditions in order toF preserves quasi-definitenes
As a subsequent question, to find the explicit relations between the corresponding
{Pn} and{Qn} associated withu andv, respectively.

If u is a linear functional defined by a nonnegative measureµ on some intervalI of
the real line, with an infinite set of increasing points such that the moments exis
〈u,xn〉 = ∫

I
xn dµ < ∞ then we can introduce the linear functionalv such that

〈v, xn〉 =
∫
I

xn p(x)

q(x)
dµ, (1.3)

wherep,q are two polynomials with pairwise distinct zeros that has constant sign onI . If
we assume (1.3) is finite for everyn, the generalized Christoffel theorem gives the SM
with respect tov in terms of polynomials of the SMOP with respect tou (see [4,11]). In
terms of linear functionals, the above transform readsqv = pu. Notice thatpu = qv is a
more general transform because of Dirac measures and derivatives of Dirac measures
the zeros ofq(x) can be considered forv in addition in such a general problem.

Whenq(x) = 1 and p(x)= x − ã, the transform for linear functionals is said to
a Christoffel transform (see [12]). Using the Jacobi matrixJ associated with the linea
functionalu, the shifted Darboux transform ofJ without free parameter yields the Jaco
matrix ofv (see [6]).

It is known thatv is quasi-definite if and only ifPn(ã) �= 0, n � 1, and

(x − ã)Qn(x) = Pn+1(x) − Pn+1(ã)

Pn(ã)
Pn(x)

as well as

Qn(x)Pn(ã)

〈u,P 2
n 〉 =

n∑
k=0

Pk(x)Pk(ã)

〈u,P 2
k 〉 .

The polynomials{Qn}n�0 are said to be the monic kernel polynomials of parametã

associated with the linear functionalu (see [2]).
If p(x) = 1 andq(x) = λ(x − a) then the transform is said to be the Geronimus tra

form of the linear functionalu (see [10,12]). The Jacobi matrix ofv is the shifted Darboux
transform with free parameter of the Jacobi matrix ofu (see [6]).

Notice that in such a case,v = λ−1(x − a)−1u + δa is a quasi-definite linear function
if and only if Pn(a,−λ−1) �= 0, n � 1, and then

Qn(x) = Pn(x) − Pn(a,−λ−1)

Pn−1(a,−λ−1)
Pn−1(x)

(see [9]).
In our contribution, we analyze the direct problem stated as above for the casep(x) =

(x − ã) andq(x) = λ(x − a). Fora �= ã this situation has not been studied in the literat
as far as we know up to in the so-called positive definite case (see [4]).
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In Section 2, given a quasi-definite linear functionalu and complex numbersa, ã, and
λ with a �= ã andλ �= 0, we characterize the quasi-definiteness of the linear funct
v = 1

λ
(x − a)−1(x − ã)u + (1 − 1

λ
)δa . Instead of the analysis of the quasi-definitenes

the linear functionalv in two steps (first, the rational perturbation and, second, the additi
of the Dirac linear functional) we consider the whole transformation taking into acc
the first one cannot preserve the quasi-definiteness of the linear functionalu. Indeed in [4]
this constraint must be emphasized when polynomial perturbations are introduced. F
we show that(x − ã)Qn is a linear combination of three consecutive polynomials of
SMOP{Pn}n�0.

Notice that the confluent casea = ã yields a perturbation ofu via the addition of a
Dirac mass at the pointx = a. This corresponds to the Uvarov transform of the linear fu
tionalu (see [12]). The direct problem has been solved in [8]. We point out that the re
for a �= ã extend in a natural way those already known fora = ã.

In Section 3, under the thesis of Section 2 we characterize when the relation be
{Pn}n�0 and{Qn}n�0, obtained there, can be reduced to a relationPn(x) + snPn−1(x) =
Qn(x)+ tnQn−1(x) with sntn �= 0 for everyn � 1, ands1 �= t1. This last type of relation, a
an inverse problem, has been analyzed in [1].The motivation for such a kind of problems
reflected in [3] when an extension of the concept of coherent pairs of measures ass
with Sobolev inner products is considered.

We also observe that there is an important difference for the casesa = ã anda �= ã.
Namely, if a = ã thensn �= tn for everyn � 1 while if a �= ã both situations, i.e., eithe
sn �= tn for everyn � 1 or sn = tn for some values ofn, can appear as we show in som
examples.

2. Direct problem

In this section, we study the direct problem forv = 1
λ
(x − a)−1(x − ã)u + (1 − 1

λ
)δa

whereu is a given quasi-definite linear functional, anda, ã, λ ∈ C with a �= ã, λ �= 0.

Theorem 2.1. Letu,v be two linear functionals related by

(x − ã)u = λ(x − a)v, a, ã, λ ∈ C. (2.1)

Assumeu0 = 1 = v0 anda �= ã. If u is a quasi-definite linear functional with correspondi
SMOP{Pn}n�0 then, the linear functionalv is quasi-definite if and only if

∆n =
∣∣∣∣ Pn(ã) Pn−1(ã)

Rn(a) Rn−1(a)

∣∣∣∣ �= 0, n � 1,

whereRn(x) = (λ − 1)Pn(x) + (a − ã)P
(1)
n−1(x). Furthermore, if{Qn}n�0 is the SMOP

associated withv then

(x − ã)Qn(x) = ∆−1
n

∣∣∣∣∣∣
Pn+1(x) Pn(x) Pn−1(x)

Pn+1(ã) Pn(ã) Pn−1(ã)

Rn+1(a) Rn(a) Rn−1(a)

∣∣∣∣∣∣ , n � 1. (2.2)
5
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Proof. Assumev is a quasi-definite linear functional and{Qn}n�0 is its corresponding
SMOP.

Consider the Fourier expansion of(x − ã)Qn in terms of the polynomialsPn, that is

(x − ã)Qn(x) = Pn+1(x) +
n∑

j=0

αn,jPj (x), n � 1,

whereαnj = 〈u,P 2
j 〉−1〈u, (x − ã)QnPj 〉. From formula (2.1) we get

(x − ã)Qn(x) = Pn+1(x) + αn,nPn(x) + αn,n−1Pn−1(x) (2.3)

with αn,n−1 = λ
〈v,Q2

n〉
〈u,P 2

n−1〉 �= 0.

Forx = ã

0 = Pn+1(ã) + αn,nPn(ã) + αn,n−1Pn−1(ã). (2.4)

On the other hand,

(a − ã)Qn(a) = Pn+1(a) + αn,nPn(a) + αn,n−1Pn−1(a). (2.5)

Subtracting (2.5) to (2.3) and dividing byx − a, we can applyu in order to get〈
u,

(x − ã)Qn(x) − (a − ã)Qn(a)

x − a

〉

= P (1)
n (a) + αn,nP

(1)
n−1(a) + αn,n−1P

(1)
n−2(a). (2.6)

The left-hand side becomes〈
u, (x − ã)

Qn(x) − Qn(a)

x − a

〉
+ Qn(a) = λ

〈
v,Qn(x) − Qn(a)

〉 + Qn(a)

= (1− λ)Qn(a)

and therefore

(1− λ)Qn(a) = P (1)
n (a) + αn,nP

(1)
n−1(a) + αn,n−1P

(1)
n−2(a). (2.7)

Thus, (2.5) and (2.7) yield

0 = Rn+1(a) + αn,nRn(a) + αn,n−1Rn−1(a). (2.8)

Since the system of Eqs. (2.4) and (2.8) inαn,n andαn,n−1 has a non-zero solution, the
we get∆n �= 0 for everyn � 1.

Besides, from (2.3), (2.4), and (2.8) we obtain (2.2).
Conversely, if∆n �= 0 for everyn � 1 we will prove that the polynomialsQn defined

by

(x − ã)Qn(x) = ∆−1
n

∣∣∣∣∣∣
Pn+1(x) Pn(x) Pn−1(x)

Pn+1(ã) Pn(ã) Pn−1(ã)

Rn+1(a) Rn(a) Rn−1(a)

∣∣∣∣∣∣ , n � 1,

are orthogonal with respect tov. Indeed, for 0� j � n − 2,

λ
〈
v,Qn(x)(x − a)Pj (x)

〉 = 〈
u, (x − ã)Qn(x)Pj (x)

〉 = 0
6
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and forj = n − 1,

λ
〈
v,Qn(x)(x − a)Pn−1(x)

〉 = 〈
u, (x − ã)Qn(x)Pn−1(x)

〉 = ∆n+1∆
−1
n

〈
u,P 2

n−1

〉 �= 0.

Thus, we only need to prove that〈v,Qn〉 = 0 for everyn � 1. In order to do this, observ
that

λ〈v,Qn〉 = λ

[〈
v, (x − a)

Qn(x) − Qn(a)

x − a

〉
+ Qn(a)

]

=
〈
(x − ã)u,

Qn(x) − Qn(a)

x − a

〉
+ λQn(a)

=
〈
u,

(x − ã)Qn(x) − (a − ã)Qn(a)

x − a

〉
+ (λ − 1)Qn(a).

Applying the expression of(x − ã)Qn(x) in terms of the polynomialsPn(x) and (2.7) we
get 〈

u,
(x − ã)Qn(x) − (a − ã)Qn(a)

x − a

〉

= ∆−1
n

∣∣∣∣∣∣
P

(1)
n (a) P

(1)
n−1(a) P

(1)
n−2(a)

Pn+1(ã) Pn(ã) Pn−1(ã)

Rn+1(a) Rn(a) Rn−1(a)

∣∣∣∣∣∣ = (1− λ)Qn(a).

So〈v,Qn〉 = 0 for everyn � 1.

As a conclusion,〈v,Q2
n〉 = 〈v,Qn(x − a)Pn−1〉 �= 0, and〈v,Qnp〉 = 0 for every poly-

nomialp of degree less thann. �
Corollary 2.2. Under the conditions of Theorem2.1the linear functionalv is quasi-definite

if and only if1+ ∑n−1
j=0

Pj (ã)Rj (a)

〈u,P 2
j 〉 �= 0, for everyn � 1.

Furthermore, we have

(x − ã)Qn(x) = Pn+1(x) + an(a, ã)Pn(x) + bn(a, ã)Pn−1(x), n � 1 (2.9)

with

an(a, ã) = βn − ã + (a − ã)∆−1
n Pn−1(ã)Rn(a) (2.10)

and

bn(a, ã) = γn + (ã − a)∆−1
n Pn(ã)Rn(a). (2.11)

Proof. From the expression of∆n, using the Christoffel–Darboux formula (see [2]), w
have forn � 1

∆n = (a − ã)
[
(1− λ)Kn−1(a, ã;u)

〈
u,P 2

n−1

〉 + Bn(a, ã)
]
,

whereKn(x, y;u) denotes the reproducing kernel of degreen associated withu and

Bn(a, ã) =
∣∣∣∣ Pn(ã) Pn−1(ã)

(1) (1)

∣∣∣∣ .

Pn−1(a) Pn−2(a)

7



Inserting the three-term recurrence relation for both polynomialsPn andP
(1)
n−1, we get

Bn(a, ã)

〈u,P 2
n−1〉

= (ã − a)
Pn−1(ã)P

(1)
n−2(a)

〈u,P 2
n−1〉

+ Bn−1(a, ã)

〈u,P 2
n−2〉

, n � 2.

Iteration yields

Bn(a, ã)

〈u,P 2
n−1〉

= (ã − a)

n−1∑
j=0

Pj (ã)P
(1)
j−1(a)

〈u,P 2
j 〉 − 1, n � 1. (2.12)

Therefore

∆n = (ã − a)
〈
u,P 2

n−1

〉[
1+ (λ − 1)Kn−1(a, ã;u) + (a − ã)

n−1∑
j=0

Pj (ã)P
(1)
j−1(a)

〈u,P 2
j 〉

]

= (ã − a)
〈
u,P 2

n−1

〉[
1+

n−1∑
j=0

Pj (ã)Rj (a)

〈u,P 2
j 〉

]
, (2.13)

and the first part of the corollary follows from Theorem 2.1.
On the other hand, we can write formula (2.2) as follows

(x − ã)Qn(x) = Pn+1(x) + an(a, ã)Pn(x) + bn(a, ã)Pn−1(x), n � 1.

Using the three-term recurrence relation forPn+1(ã) andRn+1(a) we get

an(a, ã) = βn − ∆−1
n

[
ãPn(ã)Rn−1(a) − aPn−1(ã)Rn(a)

]
= βn − ã + (a − ã)∆−1

n Pn−1(ã)Rn(a).

Besides, from (2.13) we obtain

∆n+1

〈u,P 2
n 〉 = ∆n

〈u,P 2
n−1〉

+ (ã − a)
Pn(ã)Rn(a)

〈u,P 2
n 〉

and, sincebn(a, ã) = ∆n+1/∆n andγn = 〈u,P 2
n 〉/〈u,P 2

n−1〉, then

bn(a, ã) = γn + (ã − a)∆−1
n Pn(ã)Rn(a). �

In Theorem 2.1 and Corollary 2.2 we have assumeda �= ã. Notice that ifa = ã the
relation (2.1) between the linear functionalsu andv becomesu = λv + (1 − λ)δa . In this
situation it is well known (see [8]) thatv is quasi-definite if and only if for everyn � 1

1+ (λ − 1)Kn(a, a;u) �= 0

and then

(x − a)Qn(x) = Pn+1(x) + an(a)Pn(x) + bn(a)Pn−1(x), n � 1, (2.14)

holds, where

an(a) = βn − a − (λ − 1)Pn−1(a)Pn(a)

〈u,P 2 〉[1+ (λ − 1)K (a, a;u)]
n−1 n−1

8



e

ct,

by

r such
and

bn(a) = γn

1+ (λ − 1)Kn(a, a;u)

1+ (λ − 1)Kn−1(a, a;u)
.

Notice that, these results can be recovered from Corollary 2.2, whenã tends toa.

3. Linear relations between the polynomials {Pn} and {Qn}

Let u andv be quasi-definite linear functionals with corresponding SMOP{Pn}n�0 and
{Qn}n�0, respectively. In Section 2, we have obtained that ifu andv satisfy the relation
(x − ã)u = λ(x − a)v with a, ã, λ ∈ C then an expression of the form

(x − ã)Qn(x) = Pn+1(x) + anPn(x) + bnPn−1(x), n � 1, (3.1)

holds (see formulas (2.9) and (2.14)). Thatis, a linear combination of three consecutiv
polynomialsPn coincides with a linear combination of three consecutive polynomialsQn.

On the other hand, in [1], it was proved that if the linear functionalsu andv are quasi-
definite and they are related as above, then there exists a relationPn(x) + snPn−1(x) =
Qn(x) + tnQn−1(x) with sntn �= 0, n � 1, ands1 �= t1 if and only if for everyn � 1,
Pn �= Qn.

Thus, at the present, we have two expressions linking the polynomialsPn andQn, the
last quoted and the one given in formula (3.1).

We see below that ifPn �= Qn, n � 1, then both formulas are not independent. In fa
one of them can be reduced to the other.

Theorem 3.1. Let u,v be two different quasi-definite linear functionals normalized
u0 = 1 = v0 and related by

(x − ã)u = λ(x − a)v, a, ã, λ ∈ C.

Let {Pn}n�0 and {Qn}n�0 be their corresponding SMOP. The following conditions are
equivalent:

(i) Formula(3.1)can be reduced to an expression

Pn(x) + snPn−1(x) = Qn(x) + tnQn−1(x) (3.2)

with sntn �= 0 for everyn � 1 ands1 �= t1.
(ii) For all n � 1, Rn(a) = (λ − 1)Pn(a) + (a − ã)P

(1)
n−1(a) �= 0.

Proof. Suppose that (i) holds. In [1, Theorem 2.4] it has been proved that wheneve
a relation (3.2) is satisfied thenPn �= Qn, for everyn, and besidesPn(x) = Qn(x) +
λ−1Rn(a)Kn−1(x, a; v), n � 1 (see formula (2.24) in [1]). So, (ii) follows.

In order to derive the converse result we will first consider the casea �= ã. Inserting the
three-term recurrence relation in (3.1) successively forPn+1 andPn we get, forn � 2,

(x − ã)Qn(x) = (x − ã)Pn(x) + (ã − βn + an)Pn(x) + (bn − γn)Pn−1(x)
9



= (x − ã)
[
Pn(x) + (ã − βn + an)Pn−1(x)

]
+ [

(ã − βn + an)(ã − βn−1) + bn − γn

]
Pn−1(x)

− γn−1(ã − βn + an)Pn−2(x). (3.3)

The first part of the formula (3.3) forn − 1 reads:

(x − ã)Qn−1(x) = (x − ã)Pn−1(x) + (ã − βn−1 + an−1)Pn−1(x)

+ (bn−1 − γn−1)Pn−2(x). (3.4)

Taking into account (2.10) and (2.11), the above two formulas can be written

(x − ã)Qn(x) = (x − ã)

[
Pn(x) + (a − ã)

∆n

Rn(a)Pn−1(ã)Pn−1(x)

]

+ (a − ã)

∆n

Rn(a)γn−1
[
Pn−2(ã)Pn−1(x) − Pn−1(ã)Pn−2(x)

]
,

(x − ã)Qn−1(x)

= (x − ã)Pn−1(x) + (a − ã)

∆n−1
Rn−1(a)

[
Pn−2(ã)Pn−1(x) − Pn−1(ã)Pn−2(x)

]
.

Thus, for anytn ∈ R, n � 2

(x − ã)
[
Qn(x) + tnQn−1(x)

]
= (x − ã)

[
Pn(x) +

(
(a − ã)

∆n

Rn(a)Pn−1(ã) + tn

)
Pn−1(x)

]

+ (a − ã)

[
Rn(a)

∆n

γn−1 + Rn−1(a)

∆n−1
tn

][
Pn−2(ã)Pn−1(x) − Pn−1(ã)Pn−2(x)

]
.

Now, since by hypothesisRn(a) �= 0 for all n, if we take

tn = − Rn(a)

Rn−1(a)

∆n−1

∆n

γn−1, n � 2,

we gettn �= 0 as well as

Qn(x) + tnQn−1(x) = Pn(x) + snPn−1(x),

wheresn = (a − ã)∆−1
n Rn(a)Pn−1(ã) + tn.

Observe that, using (2.11), we can obtain

sn = − Rn(a)

Rn−1(a)
�= 0, n � 2.

Forn = 1, from the values ofa1 andb1, the first part of formula (3.3) becomesQ1(x) =
P1(x) + (a−ã)

∆1
R1(a). ThenP1(x) + s1 = Q1(x) + t1 holds withs1t1 �= 0 ands1 − t1 �= 0.

Finally, notice that the casea = ã can be derived in a similar way.�
Remarks. (1) In Section 2, we have seen that the linear functionalv is quasi-definite if and

only if 1+∑n
j=0

Pj (ã)Rj (a)

〈u,P 2
j 〉 �= 0,n � 1. It is worth noticing that the parameters{Rn(a)}n�0,

which appear in the above result, also characterize the existence of formula (3.2).
10
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(2) In terms of the linear functionals, we have thatRn(a) �= 0 (n � 1) if and only if
the linear functional(x − a)w is quasi-definite, wherew is either the linear functionalu
(casea = ã, λ �= 1), or the linear functionalu(1) (casea �= ã, λ = 1) or the linear functiona
associated with the co-recursive polynomials (casea �= ã, λ �= 1).

(3) If a �= ã andλ �= 1 it was proved in [9] thatRn(a) �= 0 for everyn � 1 if and only
if the linear functionala−ã

λ−1(x − a)−1u + δa is quasi-definite. Whenu andv are related
as in Theorem 3.1, this last condition is equivalent to the quasi-definiteness of the
functionalλv − u. Moreover, in this case the SMOP associated withλv − u is {Pn −
Rn(a)

Rn−1(a)
Pn−1}n�0.

Next, we want to point out that a difference appears between the casesa = ã anda �= ã

with respect to the parameterssn andtn in formula (3.2).
In Theorem 3.1, it has been shown that there exists a relation of the form

Pn(x) + snPn−1(x) = Qn(x) + tnQn−1(x) (3.5)

with sntn �= 0, n � 1, ands1 �= t1 if and only if Rn(a) �= 0, n � 1. Moreover, we get fo
everyn � 1

tn − sn = Pn−1(ã)Rn(a)

〈u,P 2
n−1〉[1+ ∑n−1

j=0
Pj (ã)Rj (a)

〈u,P 2
j 〉 ]

.

Then, whenevera = ã andλ �= 1, (3.5) holds if and only if the linear functional(x− ã)u

is quasi-definite. Besidessn �= tn, for n � 1.
However, ifa �= ã, even if the conditionRn(a) �= 0 is satisfied for alln � 1 then both

situations either(x − ã)u is quasi-definite or(x − ã)u is not quasi-definite can appea
In fact, an example of the first situation was given in [1] beingu andv the Jacobi linea
functionals with parametersα − 1, β andα,β − 1 (α,β > 0), respectively, anda = −1,
ã = 1, λ = −αβ−1. In this case, alsosn �= tn for everyn � 1.

Next, we are going to show an example of the second situation, that is, when the
functional(x − ã)u is not quasi-definite and, as a consequence, the conditionsn �= tn is not
satisfied for everyn � 1.

Let u be the Chebyshev linear functional of second kind, that is, the Jacobi linear
tional with parametersα = β = 1/2, and takea = 1, ã = 0, andλ = 3. We denote by{Pn}
the monic polynomials associated withu whose recurrence coefficients areβn = 0 and
γn = 1/4 (see [2]). Observe that the linear functionalxu is not quasi-definite.

With these conditions the co-recursive polynomialsRn are given by

Rn(x) = 2

[
Pn(x) + 1

2
Pn−1(x)

]
. (3.6)

Notice that12Rn(x) are the monic Chebyshev polynomials of fourth kind, that is the m
Jacobi polynomials with parametersα = 1/2 andβ = −1/2, see [5].

First, we check that the linear functionalv defined byxu = 3(x − 1)v is quasi-definite
As we have introduced in Theorem 2.1

∆n =
∣∣∣∣ Pn(ã) Pn−1(ã)

∣∣∣∣ , n � 1,

Rn(a) Rn−1(a)

11
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and sinceP2n(0) = (−1)n/4n, P2n+1(0) = 0, andRn(1) = (2n + 1)/2n−1 we get

∆2n = (−1)n
4n − 1

42n−1 and ∆2n+1 = (−1)n+1 4n + 3

42n
.

Therefore,∆n �= 0 for everyn � 1, and thusv is quasi-definite. Observe thatv = − x
3w+δ1

wherew denotes the Chebyshev linear functional of third kind.
As Rn(1) �= 0, for n � 1, from Theorem 3.1 a relation of the form (3.5) holds with

sn = − Rn(1)

Rn−1(1)
= − 2n + 1

2(2n − 1)
, n � 2,

and

tn = ∆n−1

4∆n

sn, n � 2.

Therefore, taking into accountP1(x) = Q1(x) + 1, we deduce

P2n(x) − 4n + 1

2(4n − 1)
P2n−1(x) = Q2n(x) − 4n + 1

2(4n − 1)
Q2n−1(x), n � 1,

P2n+1(x) − 4n + 3

2(4n + 1)
P2n(x) = Q2n+1(x) + 4n − 1

2(4n + 1)
Q2n(x), n � 0.

Notice that in this cases2n = t2n, n � 1.
Eventually, from the values ofthe recurrence coefficients of{Pn} and Theorem 2.2

in [1], we can deduce that the recurrence parameters for{Qn} areβ̃n = (−1)n, n � 0, and

γ̃2n+1 = − 4n − 1

4(4n + 3)
, n � 0, and γ̃2n = − 4n + 3

4(4n − 1)
, n � 1.
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