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THEORY OF MARKOV CHAINS IN PEDIATRIC DISEASES

Ahmad Saadi Kamaruddin
Prof. Dr. Nasir Ganikhodjaev

Abstract. Many people label any problem that appears to be inherited a
"genetic disease". However, though there are legitimate genetic diseases, there
are also a variety of problems that have an inherited component, but are of a
Sfundamentally different nature. Dealing effectively with any genetic problem
requires an understanding of the relationship between the genes (genotype)
and the phenotype. Therefore, the main objective of my study is to study the
behavior of genetic diseases transmission from parents to their children. Some

of these genetic diseases are life threatening and can lead to death to the
effected kids.

1 Introduction

We will consider an application the theory of Markov Chains in pediatric genetic diseases. It
is well known that the gene of the parents determine the gene of the child. This means that
parents’ genetic diseases can be transmit to the children for example asthma, thalassaemia,
hepatitis, and diabetes. In connection with these statistics we construct following two Markov
chain. First Markov chain describes the transmission from father to his sons, second Markov
chain describes the transmission from mother to her daughters.

Let N=( Nf, Nm) be the number of considering families. Here Nf=Nm, we consider the
Markov chains with transition probabilities matrices [ [(F,S) and [ [(M,D)

A Markov system (or Markov process or Markov chain) 1s a system that can be in one of
several (numbered) states, and can pass from one state to another each time step according to
fixed points.

If a Markov system 1s in state 1, there is a fixed probability, p,, of it going into state j the
next time step, and p, is called a transition probability.

A Markov system can be illustrated by means of a state transition diagram, which is a
diagram showing all the states and transition probabilities. (See example opposite.)

The matrix P whose ijth entry is p, is called the transition matrix associated with the
system. The entries in each row add up to 1. Thus, for instance, a 2x2 transition matrix P
would be set up as in the following figure 1.1.
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Figure 1.1. Transition matrix
1.1 Properties of Markov chain

Define the probability of going from state i to state j in » time steps as





